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Abstract. We consider a family of integral functionals, doubly indexed by \( \varepsilon > 0 \) and \( j \in \mathbb{N} \cup \{\infty\} \), satisfying a uniform Gårding-type inequality. If these functionals Γ-converge for every \( j \in \mathbb{N} \) as \( \varepsilon \to 0 \), then the same holds also for \( j = \infty \) if the densities fulfill a certain equivalence condition. In that case the Γ-limit for \( j = \infty \) is recovered as the limit of the Γ-limits for finite \( j \) as \( j \to \infty \). We thus obtain a Γ-closure theorem for such functionals and moreover find criteria for the commutability of the Γ-limits as \( \varepsilon \to 0 \) and \( j \to \infty \). Due to our mild growth conditions from below this result not only provides a common basic principle for a number of linearization and homogenization results in elasticity theory, but it also allows for new applications which we exemplify by proving that geometric linearization and homogenization of multiwell energy functionals commute.
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1. Introduction. Over the last decades there has been an ever growing interest in devising effective theories for complex systems in the natural sciences and engineering. In many situations it is a major mathematical challenge to derive such a reduced theory in a rigorous way as a limiting theory of basic physical principles. In this paper we are interested in variational models and in particular in applications to elasticity theory. A classical and elementary example is the derivation of linearized elasticity from nonlinear elasticity in the limit of small displacements through a simple Taylor expansion of the stored energy function. Yet, the mathematically rigorous derivation, which moreover guarantees that energy minimizers of the nonlinear theory converge to energy minimizers in the linearized regime, is nontrivial and has only been solved comparatively recently by Dal Maso, Negri, and Percivale [DNP:02]. With a view to the applications of our main abstract result, we also mention here the problem of finding geometrically linearized theories for energy functionals with multiple wells as studied by the second author in [Sch:08]. An example of a complex multiscale system is a composite material with highly oscillatory material properties. Here an effective theory is provided by a homogenization procedure of the stored energy function of the material, rigorously derived by Braides [Br:85] and Müller [Mü:87]. We will discuss such materials in detail below and in particular revisit the question if homogenization and linearization commute which has been addressed by Müller and Neukamm [MN:11] and then by Gloria and Neukamm [GN:11].

The main aim of this paper is to prove an abstract “Γ-closure result” for sequences of Γ-convergent families: We show that under a suitable notion of equivalence of integral densities the limit of a Γ-convergent family of functionals is again a Γ-convergent family and the Γ-limit is given as a limit of the sequence of Γ-limits of the original
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problems. In this sense we in fact prove a stability result for $\Gamma$-convergent families. Our motivation comes from a homogenization closure theorem proved by Braides in [Br:86] (see also [BD:98]), which enabled him to extend his homogenizability results to a class of almost periodic functions. Also the aforementioned theorem of Gloria and Neukamm [GN:11] is in fact a closure theorem in the special case of elastic energy functionals with quadratic expansion at the identity for small displacements.

The interest in such a $\Gamma$-closure theorem is twofold. First, it sheds a new light on a number of problems that have been studied over the last years. In particular, we will see that the results on linearization in [DNP:02], on geometric linearization in [Sch:08], and on commutability in [MN:11, GN:11] are direct consequences of our abstract theorem. Second, our general method also allows for new applications. As an example we focus here on composite materials with multiple energy wells in the limit of highly oscillatory mixtures and small displacements and show that homogenization and geometric linearization commute. However, while all these examples concern the behavior of elastic materials at small displacements, our general scheme is not restricted to applications in elasticity theory. In contrast, we presume that our results are of interest in a variety of different problems. Our $\Gamma$-closure theorems allow us to analyze the effective properties of multiscale problems with two limiting parameters: They provide general criteria that guarantee commutability of the limits and stability results for simultaneous limits of the parameters. We believe that such results may be of particular interest, e.g., in numerical schemes for multiscale problems, where a thorough understanding of the interplay of the small model parameter and the length scale of the numerical discretization is crucial.

The paper is organized as follows. In section 2 we prove our main abstract $\Gamma$-closure results for integral functionals first under standard growth assumptions on the densities in Theorems 2.2 and 2.4. These theorems generalize a homogenization closure result of Braides for quasiconvex integrands with standard growth ([Br:86, BD:98]) to general integrands inducing $\Gamma$-convergent families. A key ingredient of our proof is an equi-integrability theorem by Fonseca, Müller, and Pedregal [FMP:98]. Next we extend these results in our main Theorems 2.8 and 2.9 to functionals satisfying a $p$-Gårding-type inequality (see Definition 2.7). This generalization is motivated by our applications to elasticity theory, where realistic models in the small strain limit are incompatible with the assumption of standard $p$-growth assumptions from below. In Theorem 2.12 we also consider these functionals with preassigned boundary values.

In section 3 we collect a number of immediate consequences of our $\Gamma$-closure theorems. Specializing to one parameter families, in Theorems 3.1 and 3.2 we first obtain a perturbation result for $\Gamma$-convergent functionals and a relaxation result for sequences of integral functionals. We then note in Theorems 3.3 and 3.4 that under a suitable equivalence assumption on the densities the $\Gamma$-limits of a doubly indexed family of functionals commute and that, in fact, every diagonal sequence produces the same $\Gamma$-limit. Our findings are finally specialized to the problem of homogenizing integral functionals of Gårding-type in Theorems 3.5 and 3.9.

The last section 4 is devoted to applications in elasticity and in particular to the simultaneous homogenization and geometric linearization of multiwell energies. The geometric rigidity result of Friesecke, James, and Müller in [FJM:02] implies that stored energy functions in realistic models induce Gårding-type energy functionals to which our theory developed in the previous sections applies. We thus see that indeed homogenization and geometric linearization commute. We formulate Theorem 4.4 similarly as in [Br:86, GN:11] in terms of general “homogenizable” densities and note that this includes, in particular, the case of periodic and the case of ergodic stochastic
material mixtures. Moreover, we remark that all $\Gamma$-convergence statements can be complemented by observing compactness for finite energy sequences with preassigned boundary values; see Remark 4.5.5. Finally, we also note here that the (geometric) linearization and commutability results in [DNP:02, Sch:08, MN:11, GN:11] are a direct consequence of Theorem 4.4.

2. A $\Gamma$-closure result. Let $\Omega$ be an open subset of $\mathbb{R}^n$. For a (doubly indexed) Borel function $f^{(j)}_\varepsilon : \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R}$ bounded from below and $U \subset \Omega$ bounded and open we define the integral functional $F^{(j)}_\varepsilon$ by

$$F^{(j)}_\varepsilon (u, U) := \int_U f^{(j)}_\varepsilon (x, \nabla u(x)) \, dx$$

for $u \in W^{1,p}(\Omega; \mathbb{R}^m)$ and taking the value $+\infty$ otherwise. If $\Omega$ itself is bounded we simply write $F^{(j)}_\varepsilon (\cdot, \Omega) = F^{(j)}_\varepsilon$. In view of our applications and also for notational clarity we choose the indices $j \in \mathbb{N} \cup \{\infty\}$ and $\varepsilon$ as the elements of a positive null sequence or 0.

Our main aim is to provide a rather general set of conditions which in applications are easy to check that allow for a $\Gamma$-closure result of the following type: If for each $j \in \mathbb{N}$ the functionals $F^{(j)}_\varepsilon$ $\Gamma$-converge as $\varepsilon \to 0$ to a certain functional $F^{(0)}_\varepsilon$ and if the densities $f^{(j)}_\varepsilon$ are close to $f^{(\infty)}_\varepsilon$ for $\varepsilon > 0$ and large $j$ in a suitable sense, then also the $\Gamma$-limit as $\varepsilon \to 0$ of $F^{(\infty)}_\varepsilon$ exists and is given by the limit as $j \to \infty$ of $F^{(j)}_0$.

2.1. $\Gamma$-closure under standard growth assumptions. As a first step, in this section we consider densities of standard $p$-growth. More precisely, we state the following definition.

**Definition 2.1.**

(i) We say that the families $((f^{(j)}_\varepsilon)_{\varepsilon > 0})_{j \in \mathbb{N}}$ and $(f^{(\infty)}_\varepsilon)_{\varepsilon > 0}$ are equivalent on $U \subset \Omega$ open, if

$$\lim_{j \to \infty} \limsup_{\varepsilon \to 0} \sup_{U \text{ } |X| \leq R} \int_U |f^{(j)}_\varepsilon(x,X) - f^{(\infty)}_\varepsilon(x,X)| \, dx = 0$$

for every $R \geq 0$.

(ii) Recall that a family $f^{(j)}_\varepsilon : \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R}$ of functions is said to uniformly fulfill a standard $p$-growth condition, $1 < p < \infty$, if there are $\alpha, \beta > 0$ independent of $j$ and $\varepsilon$ such that

$$\alpha |X|^p - \beta \leq f^{(j)}_\varepsilon(x,X) \leq \beta (|X|^p + 1)$$

for almost all $x \in \Omega$ and all $X \in \mathbb{R}^{m \times n}$.

**Theorem 2.2 (Γ-closure on a single domain).** Let $\Omega \subset \mathbb{R}^n$ be bounded and open. Suppose that the family of Borel functions $f^{(j)}_\varepsilon : \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R}$, $j \in \mathbb{N} \cup \{\infty\}$, $\varepsilon > 0$, uniformly fulfills a standard $p$-growth condition. Assume that

(i) for each $j < \infty$ the $\Gamma$-limit $\Gamma(L^p)\cdot \lim_{\varepsilon \to 0} F^{(j)}_\varepsilon =: F^{(j)}_0$ exists and

(ii) the families $((f^{(j)}_\varepsilon)_{\varepsilon > 0})_{j \in \mathbb{N}}$ and $(f^{(\infty)}_\varepsilon)_{\varepsilon > 0}$ are equivalent on $\Omega$.

Then also $\Gamma(L^p)\cdot \lim_{\varepsilon \to 0} F^{(\infty)}_\varepsilon =: F^{(\infty)}_0$ exists and is the pointwise and $\Gamma$-limit of $F^{(j)}_0$ as $j \to \infty$:

$$F^{(\infty)}_0 = \lim_{j \to \infty} F^{(j)}_0 = \Gamma(L^p)\cdot \lim_{j \to \infty} F^{(j)}_0.$$
Remark 2.3.
1. Note that by Theorem A.3 the functionals $F^{(j)}_{ε}, j ∈ \mathbb{N} \cup \{∞\}$, are also integral functionals with Carathéodory densities $f^{(j)}_{ε}$ of standard $p$-growth. In fact, being densities of $Γ$-limits, the $f^{(j)}_{ε}$ are quasiconvex in the second argument.
2. Our definition of equivalence of the sequences $((f^{(j)}_{ε})_{ε>0})_{j∈\mathbb{N}}$ and $(f^{(∞)}_{ε})_{ε>0}$ is motivated by the notion of equivalence in Theorem 3.5 on homogenization closure, which has been introduced in [Br:86].

The previous result can be extended to functionals on variable domains in a straightforward manner: For $Ω ⊂ \mathbb{R}^n$ open (not necessarily bounded), denote by $\mathcal{A}(Ω)$ the set of bounded open subsets of $Ω$ with Lipschitz boundary.

**Theorem 2.4** ($Γ$-closure on variable domains). Let $Ω ⊂ \mathbb{R}^n$ be open. Suppose that the family of Borel functions $F^{(j)}_{ε} : Ω × \mathbb{R}^{m×n} → \mathbb{R}$, $j ∈ \mathbb{N} \cup \{∞\}$, $ε > 0$, uniformly fulfills a standard $p$-growth condition. Assume that

(i) for each $j < ∞$ and $U ∈ \mathcal{A}(Ω)$ the $Γ$-limit $Γ(L^p)-\lim_{ε→0} F^{(j)}_{ε}(\cdot, U)$ exists;

(ii) the families $((f^{(j)}_{ε})_{ε>0})_{j∈\mathbb{N}}$ and $(f^{(∞)}_{ε})_{ε>0}$ are equivalent on every $U ∈ \mathcal{A}(Ω)$.

Then for each $j ∈ \mathbb{N} \cup \{∞\}$ there exists a Carathéodory function $f^{(j)}_{0} : Ω × \mathbb{R}^{m×n} → \mathbb{R}$, uniquely determined a.e. on $Ω$, such that for the corresponding integral functional $F^{(j)}_{0}$ it holds

$$Γ(L^p)-\lim_{ε→0} F^{(j)}_{ε}(\cdot, U) = F^{(j)}_{0}(\cdot, U)$$

for all $U ∈ \mathcal{A}(Ω)$. Moreover, for every $u ∈ L^p(Ω; \mathbb{R}^n)$

$$F^{(∞)}_{0}(u, U) = \lim_{j→∞} F^{(j)}_{0}(u, U) = Γ(L^p)-\lim_{j→∞} F^{(j)}_{0}(u, U)$$

and the limiting densities $f^{(j)}_{0}$ for all $X ∈ \mathbb{R}^{m×n}$ satisfy

$$f^{(j)}_{0}(\cdot, X) \xrightarrow{s} f^{(∞)}_{0}(\cdot, X) \text{ in } L^∞(Ω).$$

See Figure 1 for a schematic illustration of the assumptions and assertions in Theorems 2.2 and 2.4.

**Remark 2.5.** It is worth noting that for any family $((f^{(j)}_{ε})_{ε>0})_{j∈\mathbb{N}}$ there is always a subsequence $ε_k$ of $ε$ such that $Γ(L^p)-\lim_{k→∞} F^{(j)}_{ε_k}(\cdot, U)$ exists for all $j ∈ \mathbb{N}$ and $U ∈ \mathcal{A}(Ω)$. This follows from Theorem A.3 in combination with a standard diagonal sequence argument.
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**Fig. 1.** Schematically, our theorems can be summarized by the above diagram. The assumptions are given by solid lines, where in particular the equivalence of densities is indicated by a double line. The consequences of the theorems are given by dashed arrows.
In view of these results it is natural to ask if the simultaneous $\Gamma$-limit of $F^{(j_k)}$, where $\varepsilon_k \to 0$ and $j_k \to \infty$, also exists and is given by $F^{(\infty)}_0$. In section 3.2 we will see that under a more restrictive notion of equivalence this is indeed the case. However, we will also provide an example showing that in fact for any choice of $\varepsilon_k \to 0$ and $j_k \to \infty$ this $\Gamma$-limit need not exist, while the assumptions of Theorems 2.2 and 2.4 are still satisfied.

**Proof of Theorem 2.2.** The proof is divided into three steps. First we assume that

$$\Gamma(L^p) \lim_{\varepsilon \to 0} F^{(\infty)}_\varepsilon =: F^{(\infty)}_0$$

exists and that $F^{(\infty)}_0(u) < \infty$ if and only if $u \in W^{1,p}(U; \mathbb{R}^m)$. This will be justified in Step 3.

**Step 1. Upper bound.** For $u \in L^p(\Omega; \mathbb{R}^m)$ we claim that

$$\limsup_{j \to \infty} F^{(j)}_\varepsilon(u) \leq F^{(\infty)}_0(u).$$

This is obvious if $u \in L^p(\Omega; \mathbb{R}^m) \setminus W^{1,p}(\Omega; \mathbb{R}^m)$. If $u \in W^{1,p}(\Omega; \mathbb{R}^m)$ we choose a recovery sequence $(u_k)_\varepsilon$ for $u$ with $F^{(\infty)}_\varepsilon(u_k) \to F^{(\infty)}_0(u)$. By equicoercivity it follows that $(u_k)_\varepsilon$ is bounded in $W^{1,p}(\Omega; \mathbb{R}^m)$. Hence, by Lemma A.5 there exists a subsequence $(u_{k_j})_{k \in \mathbb{N}}$ and functions $v_k \in W^{1,p}(\Omega; \mathbb{R}^m)$ such that $(|\nabla v_k|^p)_{k \in \mathbb{N}}$ is equi-integrable on $\Omega$ and

$$|A_k| \to 0 \text{ for } A_k := \{x \in \Omega : \nabla u_{k_j}(x) \neq \nabla v_k(x)\} \text{ and } v_k \to u \text{ in } W^{1,p}(\Omega; \mathbb{R}^m)$$
as $k \to \infty$. Setting $E^M_k := \{x \in \Omega : |\nabla v_k(x)| \geq M\}$ we obtain that

$$F^{(\infty)}_\varepsilon(u_{k_j}) \geq \int_{\Omega \setminus (A_k \cup E^M_k)} f^{(\infty)}_\varepsilon(x, \nabla v_k(x)) \, dx - \beta |A_k \cup E^M_k|$$

$$\geq \int_{\Omega \setminus E^M_k} f^{(\infty)}_\varepsilon(x, \nabla v_k(x)) \, dx - |A_k \setminus E^M_k| \beta (M + 1) - \beta |A_k \cup E^M_k|$$

$$\geq \int_{\Omega \setminus E^M_k} f^{(j)}_\varepsilon(x, \nabla v_k(x)) \, dx - \int_{\Omega} \sup_{|X| \leq M} |f^{(j)}_\varepsilon(x, X) - f^{(\infty)}_\varepsilon(x, X)| \, dx$$

$$- \beta |A_k| (M + 2) - \beta |E^M_k|$$

$$\geq F^{(j)}_\varepsilon(v_k) - \int_{E^M_k} \beta (|\nabla v_k|^p + 1) \, dx$$

$$- \int \sup_{|X| \leq M} |f^{(j)}_\varepsilon(x, X) - f^{(\infty)}_\varepsilon(x, X)| \, dx - \beta |E^M_k|.$$
Step 2. Lower bound. We claim that

\[ \liminf_{j \to \infty} F_0^{(j)}(u_j) \geq F_0^{(\infty)}(u) \]

whenever \( u_j \rightharpoonup u \) in \( L^p(\Omega; \mathbb{R}^m) \).

To prove this, we pass to a subsequence \((j_k)_{k \in \mathbb{N}}\) such that

\[ \lim_{k \to \infty} F_0^{(j_k)}(u_{j_k}) = \liminf_{j \to \infty} F_0^{(j)}(u_j) \]

and may without loss of generality assume that \((F_0^{(j_k)}(u_{j_k}))_{k \in \mathbb{N}}\) is bounded and that \(j_k\) is chosen so large that

\[ \limsup_{\varepsilon \to 0} \int_{|X| \leq k} |f^{(j_k)}(x, X) - f^{(\infty)}(x, X)| dx < \frac{1}{k}. \]

Then we choose \( \varepsilon_{j_k} \) (with \( \varepsilon_{j_k} \searrow 0 \)) so small that there is a \( w_{j_k} \in L^p(\Omega; \mathbb{R}^m) \) with

\[ \|w_{j_k} - u_{j_k}\|_{L^p} \leq \frac{1}{j_k} \quad \text{and} \quad F_0^{(j_k)}(u_{j_k}) + \frac{1}{j_k} \geq F_0^{(\varepsilon_{j_k})}(w_{j_k}) \]

as well as

\[ \int_{|X| \leq k} |f^{(j_k)}(x, X) - f^{(\infty)}(x, X)| dx \leq \frac{1}{k} + \limsup_{\varepsilon \to 0} \int_{|X| \leq k} |f^{(\varepsilon_{j_k})}(x, X) - f^{(\infty)}(x, X)| dx \leq \frac{2}{k}. \]

By equicoercivity we may choose a further subsequence \((j_{k_i})_{i \in \mathbb{N}}\) such that by Lemma A.5 there are \( v_i \in W^{1,p}(\Omega; \mathbb{R}^m) \) with \( |A_i| \rightharpoonup 0 \) for

\[ A_i := \{ x \in \Omega : \nabla w_{j_{k_i}}(x) \neq \nabla v_i(x) \} \]

and \( v_i \rightharpoonup u \) in \( W^{1,p}(\Omega; \mathbb{R}^m) \) such that \((|\nabla v_i|^p)_{i \in \mathbb{N}}\) is equi-integrable. Then for \( E_i^M := \{ x \in \Omega : |\nabla v_i(x)| \geq M \} \) we estimate similarly as above

\[ F_0^{(j_{k_i})}(w_{j_{k_i}}) = \int_{\Omega} f^{(j_{k_i})}_{\varepsilon_{j_{k_i}}}(x, \nabla w_{j_{k_i}}(x)) dx \]

\[ \geq \int_{\Omega \setminus (A_i \cup E_i^M)} f^{(j_{k_i})}_{\varepsilon_{j_{k_i}}}(x, \nabla v_i(x)) dx - |A_i \setminus E_i^M| \]

\[ \geq \int_{\Omega \setminus E_i^M} f^{(j_{k_i})}_{\varepsilon_{j_{k_i}}}(x, \nabla v_i(x)) dx - \sup_{|X| \leq M} |f^{(j_{k_i})}_{\varepsilon_{j_{k_i}}}(x, X) - f^{(\infty)}_{\varepsilon_{j_{k_i}}}(x, X)| dx \]

\[ - |A_i| \beta(M^p + 2) + |E_i^M| \]

\[ \geq F_0^{(\infty)}(v_i) - \int_{E_i^M} \beta(|\nabla v_i|^p + 1) dx - \frac{2}{k_i} - |A_i| \beta(M^p + 2) - |E_i^M| \]

if \( k_i \geq M \). For given \( \eta > 0 \) we find as before, by choosing \( M \) large and then letting \( i \to \infty \),

\[ \lim_{i \to \infty} F_0^{(j_{k_i})}(u_{j_{k_i}}) \geq \limsup_{i \to \infty} F_0^{(j_{k_i})}(w_{j_{k_i}}) \geq \limsup_{i \to \infty} F_0^{(\infty)}(v_i) - \eta \]
and so, since \( v_i \) converges to \( u \) in \( L^p(\Omega; \mathbb{R}^m) \) and \( \eta \) was arbitrary,

\[
\liminf_{j \to \infty} F_0^{(j)}(u_j) = \lim_{i \to \infty} F_0^{(j_k_i)}(u_{j_k_i}) \geq F_0^{(\infty)}(u)
\]
as claimed.

Combining (1) and (2) with \( u_j = u \) for all \( j \) we arrive at

\[
\lim_{j \to \infty} F_0^{(j)}(u) = F_0^{(\infty)}(u).
\]

**Step 3.** Justification of our assumption. If we do not assume a priori that \( F_\varepsilon^{(\infty)} \)
\( \Gamma \)-converges to \( F_0^{(\infty)} \), by Theorem A.3 for every subsequence \( (\varepsilon_k)_{k \in \mathbb{N}} \) there exists a
further subsequence \( (\varepsilon_{k_i})_{i \in \mathbb{N}} \) such that

\[
\Gamma(L^p) - \lim_{i \to \infty} F_{\varepsilon_{k_i}}^{(\infty)} = F_0^{(\infty)}.
\]

Proof of Theorem 2.4. For \( j \in \mathbb{N} \) and \( U \in \mathcal{A}(\Omega) \), set \( G_U^{(j)} := \Gamma(L^p) - \lim_{\varepsilon \to 0} F_\varepsilon^{(j)}(\cdot, U) \).
By Theorem 2.2 there exists a functional \( G_U^{(\infty)} : L^p(U; \mathbb{R}^m) \to \mathbb{R} \cup \{ \infty \} \) such that

\[
G_U^{(\infty)} = \Gamma(L^p) - \lim_{\varepsilon \to 0} F_\varepsilon^{(\infty)}(\cdot, U) = \Gamma(L^p) - \lim_{j \to \infty} G_U^{(j)} = \lim_{j \to \infty} G_U^{(j)}.
\]

On the other hand, by Theorem A.3 for each \( j \in \mathbb{N} \cup \{ \infty \} \) there exists a subsequence \( (\varepsilon_{k})_{k \in \mathbb{N}} \) such that

\[
\Gamma(L^p) - \lim_{k \to \infty} F_{\varepsilon_{k}}^{(j)}(\cdot, U) = F_{0}^{(j)}(\cdot, U) \quad \forall U \in \mathcal{A}(\Omega)
\]

for an integral functional \( F_0^{(j)} : L^p(\Omega; \mathbb{R}^m) \times \mathcal{A}(\Omega) \to \mathbb{R} \cup \{ \infty \} \) with Carathéodory density \( F_0^{(j)} \). Hence \( G_U^{(j)} = F_0^{(j)}(\cdot, U) \) for all \( U \in \mathcal{A}(\Omega) \) and \( j \in \mathbb{N} \cup \{ \infty \} \).

Being continuous in the second argument, the densities \( f_0^{(j)} \) are uniquely determined almost everywhere on \( \Omega \) and everywhere on \( \mathbb{R}^{m \times n} \) by

\[
\int_U f_0^{(j)}(x, X) \, dx = F_0^{(j)}(\ell_X, U) \quad \text{for every } U \in \mathcal{A}(\Omega),
\]

where \( \ell_X(x) := Xx \) with \( X \in \mathbb{R}^{m \times n} \). The pointwise convergence also yields for every \( X \in \mathbb{R}^{m \times n} \)

\[
\lim_{j \to \infty} \int_U f_0^{(j)}(x, X) \, dx = \lim_{j \to \infty} F_0^{(j)}(\ell_X, U) = F_0^{(\infty)}(\ell_X, U) = \int_U f_0^{(\infty)}(x, X) \, dx
\]

for all \( U \in \mathcal{A}(\Omega) \). Since \( (f_0^{(j)}(\cdot, X))_{j \in \mathbb{N}} \) is uniformly bounded it follows \( f_0^{(j)}(\cdot, X) \xrightarrow{\ast} f_0^{(\infty)}(\cdot, X) \) in \( L^\infty(\Omega) \).

**Remark 2.6.** In fact, the assumption that the \( f_\varepsilon^{(j)} \) be bounded from above can be dropped for \( j < \infty \) (but not for \( j = \infty \) as our proof relies on Theorem A.3). Then, however, one only obtains the pointwise limit \( F_0^{(\infty)} = \lim_{j \to \infty} F_0^{(j)} \) on \( W^{1,\infty}(\Omega; \mathbb{R}^m) \).
(By density, this is enough to obtain that still \( F_0^{(\infty)} = \Gamma(L^p)\lim_{j \to \infty} F_0^{(j)} \). In order to see this, one has to combine the fundamental technical Lemma A.5 with an additional cut-off argument as, e.g., [FJM02, Proposition A.1]. We thus obtain bounded sequences in \( W^{1,\infty}(\Omega; \mathbb{R}^m) \) converging to a function which is arbitrarily close in measure to the limit of the original sequence. The result then follows from the lower semicontinuity of \( \Gamma \)-limits. For details we refer to [Je:15]. Although of interest in models of elasticity theory where \( f_{\varepsilon}^{(j)}(x, X) = +\infty \) if \( \det X \leq 0 \), we do not pursue this line of thought here as in our main application to homogenization theory in section 4 the assumptions are not known to be satisfied for such densities; cf. Remark 4.5.

### 2.2. \( \Gamma \)-closure for Gårding-type functionals.

For many interesting applications as, e.g., the ones to be discussed in section 4, a two-sided \( p \)-growth assumption is too restrictive. In this section we generalize our \( \Gamma \)-closure theorem to integral functionals of Gårding-type. More precisely, while imposing \( p \)-growth assumptions from above as before, the integral densities will only assumed to be lower bounded by some constant. Yet the functionals are still supposed to satisfy a weak coercivity assumption, which we impose by requiring a Gårding-type inequality to hold.

**Definition 2.7.** We say that the family of integral functionals \( F_{\varepsilon}^{(j)} \), \( j \in \mathbb{N} \cup \{\infty\}, \varepsilon > 0 \), with densities \( f_{\varepsilon}^{(j)} : \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R} \) is of uniform \( p \)-Gårding-type on \( U \subset \Omega \) open, \( 1 < p < \infty \), if there is \( \beta > 0 \) independent of \( j \) and \( \varepsilon \) such that the \( f_{\varepsilon}^{(j)} \) satisfy

\[
-\beta \leq f_{\varepsilon}^{(j)}(x, X) \leq \beta(|X|^p + 1)
\]

for almost all \( x \in \Omega \) and all \( X \in \mathbb{R}^{m \times n} \) and moreover there are \( \alpha_U > 0 \) and \( \gamma_U \in \mathbb{R} \) such that

\[
F_{\varepsilon}^{(j)}(u) \geq \alpha_U \int_U |\nabla u(x)|^p \, dx - \gamma_U \int_U |u(x)|^p \, dx
\]

for all \( u \in W^{1,p}(U; \mathbb{R}^m) \).

**Theorem 2.8 (\( \Gamma \)-closure on a single domain).** Let \( \Omega \subset \mathbb{R}^n \) be bounded and open. Suppose that the family of functionals \( F_{\varepsilon}^{(j)} \), \( j \in \mathbb{N} \cup \{\infty\}, \varepsilon > 0 \), with densities \( f_{\varepsilon}^{(j)} : \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R} \) is of uniform \( p \)-Gårding-type on \( \Omega \). Assume that

(i) for each \( j < \infty \) the \( \Gamma \)-limit \( \Gamma(L^p)\lim_{\varepsilon \to 0} F_{\varepsilon}^{(j)} =: F_0^{(j)} \) exists;

(ii) the families \( \{(f_{\varepsilon}^{(j)})_{\varepsilon > 0}\}_{j \in \mathbb{N}} \) and \( \{(f_{\varepsilon}^{(\infty)})_{\varepsilon > 0}\} \) are equivalent on \( \Omega \).

Then also \( \Gamma(L^p)\lim_{\varepsilon \to 0} F_{\varepsilon}^{(\infty)} =: F_0^{(\infty)} \) exists and is the pointwise and \( \Gamma \)-limit of \( F_0^{(j)} \) as \( j \to \infty \):

\[
F_0^{(\infty)} = \lim_{j \to \infty} F_0^{(j)} = \Gamma(L^p)\lim_{j \to \infty} F_0^{(j)}.
\]

Again we also state a version of this result on variable domains as a corollary. Note that here the constants in the Gårding inequality are allowed to explicitly depend upon the domain \( U \subset \Omega \).

**Theorem 2.9 (\( \Gamma \)-closure on variable domains).** Let \( \Omega \subset \mathbb{R}^n \) be open. Suppose that the family of functionals \( F_{\varepsilon}^{(j)} \), \( j \in \mathbb{N} \cup \{\infty\}, \varepsilon > 0 \), with densities \( f_{\varepsilon}^{(j)} : \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R} \) is of uniform \( p \)-Gårding-type on every \( U \in \mathcal{A}(\Omega) \). Assume that

(i) for each \( j < \infty \) and \( U \in \mathcal{A}(\Omega) \) the \( \Gamma \)-limit \( \Gamma(L^p)\lim_{\varepsilon \to 0} F_{\varepsilon}^{(j)}(\cdot, U) \) exists;

(ii) the families \( \{(f_{\varepsilon}^{(j)})_{\varepsilon > 0}\}_{j \in \mathbb{N}} \) and \( \{(f_{\varepsilon}^{(\infty)})_{\varepsilon > 0}\} \) are equivalent on every \( U \in \mathcal{A}(\Omega) \).
Then for each $j \in \mathbb{N} \cup \{\infty\}$ there exists a Carathéodory function $F_0^{(j)} : \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R}$, uniquely determined a.e. on $\Omega$, such that for the corresponding integral functional $F_0^{(j)}$ it holds

$$\Gamma(L^p) \cdot \lim_{\varepsilon \to 0} F_\varepsilon^{(j)}(\cdot, U) = F_0^{(j)}(\cdot, U)$$

for all $U \in \mathcal{A}(\Omega)$. Moreover, for $u \in L^p(\Omega; \mathbb{R}^m)$

$$F_0^{(\infty)}(u, U) = \lim_{j \to \infty} F_0^{(j)}(u, U) = \Gamma(L^p) \cdot \lim_{j \to \infty} F_0^{(j)}(u, U)$$

and the limiting densities $F_0^{(j)}$ for all $X \in \mathbb{R}^{m \times n}$ satisfy

$$\lim_{j \to \infty} f_0^{(j)}(\cdot, X) \xrightarrow{\ast} f_0^{(\infty)}(\cdot, X) \quad \text{in } L^\infty(\Omega).$$

The following proposition not only is the first step towards the proofs of Theorems 2.8 and 2.9, but it also provides a criterion for the $\Gamma$-convergence of Gårding-type functionals and might thus be used to verify the assumptions (i) in Theorems 2.8 and 2.9 in particular situations. In particular, it shows that the assumptions of these theorems are always satisfied for suitable subsequences.

**Proposition 2.10.** Let $\Omega \subset \mathbb{R}^n$ be open. Suppose that the family of functionals $F_\varepsilon$, $\varepsilon > 0$, with densities $f_\varepsilon : \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R}$ is of uniform $p$-Gårding-type on every $U \in \mathcal{A}(\Omega)$. Let us take some null sequence $\lambda_k \searrow 0$, define

$$f_\varepsilon^{(k)}(x, X) := f_\varepsilon(x, X) + \lambda_k |X|^p,$$

and denote the corresponding integral functional by $F_\varepsilon^{(k)}$. Assume that for every $k \in \mathbb{N}$ and all $U \in \mathcal{A}(\Omega)$ the $\Gamma$-limit $\Gamma(L^p) \cdot \lim_{\varepsilon \to 0} F_\varepsilon^{(k)}(\cdot, U) =: F_0^{(k)}(\cdot, U)$ exists.

Then also $\Gamma(L^p) \cdot \lim_{\varepsilon \to 0} F_\varepsilon(\cdot, U) =: F_0(\cdot, U)$ exists and is given by

$$F_0(\cdot, U) = \inf_{k \in \mathbb{N}} F_0^{(k)}(\cdot, U) = \lim_{k \to \infty} F_0^{(k)}(\cdot, U) = \Gamma(L^p) \cdot \lim_{k \to \infty} F_0^{(k)}(\cdot, U).$$

Moreover, $F_0$ and $F_0^{(k)}$, $k \in \mathbb{N}$, are given in terms of Carathéodory integral densities $f_0$ and $f_0^{(k)}$, respectively, such that for a.e. $x \in \Omega$ and all $X \in \mathbb{R}^{m \times n}$

$$f_0(x, X) = \inf_{k \in \mathbb{N}} f_0^{(k)}(x, X) = \lim_{k \to \infty} f_0^{(k)}(x, X).$$

**Proof.** Since $\|\nabla u\|_{L^p(U)} \leq \alpha_U^{-1} (F_\varepsilon(u) + \gamma_U \|u\|_{L^p(U)})$ for $u \in W^{1,p}(U; \mathbb{R}^m)$, we obtain

$$\left(1 - \frac{\lambda_k}{\alpha_U}\right) F_\varepsilon^{(k)}(u) - \frac{\gamma_U \lambda_k}{\alpha_U} \|u\|_{L^p(U)}^p \leq F_\varepsilon(u) \leq F_\varepsilon^{(k)}(u)$$

for all $u \in L^p(U; \mathbb{R}^m)$. As the $\Gamma$-lim inf and the $\Gamma$-lim sup are stable under continuous perturbations, this implies that

$$\left(1 - \frac{\lambda_k}{\alpha_U}\right) F_0^{(k)}(u) - \frac{\gamma_U \lambda_k}{\alpha_U} \|u\|_{L^p(U)}^p \leq \Gamma(L^p) \cdot \lim_{\varepsilon \to 0} \inf F_\varepsilon(u) \leq \Gamma(L^p) \cdot \lim_{\varepsilon \to 0} \sup F_\varepsilon(u) \leq F_0^{(k)}(u)$$

(4)
and so, due to monotonicity in $k$,

$$\Gamma(L^p) \lim_{\epsilon \to 0} F_\epsilon = \inf_{k \in \mathbb{N}} F_0^{(k)}(u) = \lim_{k \to \infty} F_0^{(k)}(u) = \Gamma(L^p) \lim_{k \to \infty} F_0^{(k)},$$

where the last equality follows from the fact that $F_0^{(k)}$ is decreasing in $k$ and that $F_0$ is lower semicontinuous.

In order to prove the statement on the densities, we first note that by Theorem A.3 there exist Carathéodory functions $f_0^{(k)}$ such that $F_0^{(k)}(u, U) = \int_U f_0^{(k)}(x, \nabla u(x)) \, dx$ for $u \in W^{1,p}(U; \mathbb{R}^m)$ and $+\infty$ otherwise. By monotonicity in $k$

$$\int_U f_0^{(k)}(x, X) \, dx \leq \int_U f_0^{(k)}(x, X) \, dx$$

for all $X \in \mathbb{R}^{m \times n}$ and $U \in \mathcal{A}(\Omega)$ if $k' \geq k$. Because of continuity in $X$ it follows for a.e. $x \in \Omega$

$$f_0^{(k')}(x, X) \leq f_0^{(k)}(x, X) \forall X \in \mathbb{R}^{m \times n}.$$

By monotone convergence it thus follows that

$$F_0(u, U) = \lim_{k \to \infty} F_0^{(k)}(u, U) = \int_U \lim_{k \to \infty} f_0^{(k)}(x, \nabla u(x)) \, dx$$

for $u \in W^{1,p}(U; \mathbb{R}^m)$ and $F_0(u, U) = +\infty$ otherwise. As $f_0^{(k)}(x, \cdot)$ is quasiconvex for almost every $x$, so is $f_0(x, \cdot)$, which shows that $f_0$ is Carathéodory.

**Remark 2.11.** The first part of this proof shows that requiring the uniform $p$-Gårding assumption and the existence of the $\Gamma$-limits only on a single bounded and open region $\Omega$, one still has that

$$\Gamma(L^p) \lim_{\epsilon \to 0} F_\epsilon = \inf_{j \in \mathbb{N}} F_0^{(j)} = \lim_{j \to \infty} F_0^{(j)}.$$

We now prove Theorem 2.9 by reducing with the help of Proposition 2.10 to standard growth conditions. The proof of Theorem 2.8 will then be a straightforward adaption of the first part of the following proof.

**Proof of Theorem 2.9.** Let for every $k \in \mathbb{N}$, $j \in \mathbb{N} \cup \{\infty\}$, and $\epsilon > 0$

$$f_\epsilon^{(k,j)}(x, X) := f_\epsilon^{(j)}(x, X) + \frac{1}{k} |X|^p \quad \text{and}$$

$$F_\epsilon^{(k,j)}(u, U) := F_\epsilon^{(j)}(u, U) + \frac{1}{k} \int_U |\nabla u(x)|^p \, dx.$$

Clearly, for each (fixed) $k \in \mathbb{N}$ the $f_\epsilon^{(k,j)}$ uniformly satisfy standard $p$-growth assumptions and $((f_\epsilon^{(k,j)})_{\epsilon > 0})_{j \in \mathbb{N}}$ is equivalent to $(f_\epsilon^{(k,\infty)})_{\epsilon > 0}$.

Assume that for every $k \in \mathbb{N}$, $j \in \mathbb{N}$, and all $U \in \mathcal{A}(\Omega)$ the $\Gamma$-limit of $F_\epsilon^{(k,j)}$ exists and is given by

$$\Gamma(L^p) \lim_{\epsilon \to 0} F_\epsilon^{(k,j)}(\cdot, U) = F_0^{(k,j)}(\cdot, U),$$

where $F_0^{(k,j)}(\cdot, U)$ is an integral functional with density $f_0^{(k,j)}$. Then by Theorem 2.4 there exist Borel functions $f_0^{(k,\infty)} : \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R}$ and corresponding integral functionals $F_0^{(k,\infty)}$ such that

$$\Gamma(L^p) \lim_{\epsilon \to 0} F_\epsilon^{(k,\infty)}(\cdot, U) = F_0^{(k,\infty)}(\cdot, U).$$
for all $U \in \mathcal{A}(\Omega)$ and

$$
\Gamma(L^p) \lim_{j \to \infty} F_0^{(k,j)}(u, U) = \lim_{j \to \infty} F_0^{(k,j)}(u, U) = F_0^{(k,\infty)}(u, U)
$$

for all $u \in L^p(\Omega; \mathbb{R}^m)$ and $U \in \mathcal{A}(\Omega)$.

From Proposition 2.10 it follows immediately that for every $j \in \mathbb{N} \cup \{\infty\}$

$$
\Gamma(L^p) \lim_{\varepsilon \to 0} F_\varepsilon^{(j)}(\cdot, U) = F_0^{(j)}(\cdot, U) := \inf_{k \in \mathbb{N}} F_0^{(k,j)}(\cdot, U)
$$

and it remains to prove that

$$
F_0^{(\infty)}(\cdot, U) = \lim_{j \to \infty} F_0^{(j)}(\cdot, U) = \Gamma(L^p) \lim_{j \to \infty} F_0^{(j)}(\cdot, U).
$$

To this end, we first infer from (5) that

$$
\limsup_{j \to \infty} F_0^{(j)}(u, U) \leq \inf_{k \in \mathbb{N}} \limsup_{j \to \infty} F_0^{(k,j)}(u, U) = \inf_{k \in \mathbb{N}} F_0^{(k,\infty)}(u, U) = F_0^{(\infty)}(u, U).
$$

By (4) on the other hand, for any $k \in \mathbb{N}$,

$$
\liminf_{j \to \infty} F_0^{(j)}(u, U) \geq \liminf_{j \to \infty} \left( 1 - \frac{1}{\alpha_U k} \right) F_0^{(k,j)}(u, U) - \frac{\gamma_U}{\alpha_U k} \|u\|_{L^p(U)}^p
$$

$$
= \left( 1 - \frac{1}{\alpha_U k} \right) F_0^{(k,\infty)}(u, U) - \frac{\gamma_U}{\alpha_U k} \|u\|_{L^p(U)}^p
$$

$$
\geq \left( 1 - \frac{1}{\alpha_U k} \right) F_0^{(\infty)}(u, U) - \frac{\gamma_U}{\alpha_U k} \|u\|_{L^p(U)}^p
$$

and so

$$
\liminf_{j \to \infty} F_0^{(j)}(u, U) \geq F_0^{(\infty)}(u, U).
$$

Finally we note that exactly the same may be done for the $\Gamma$-liminf and $\Gamma$-limsup in place of lim inf, respectively, lim sup.

Now if we do not a priori assume that the $\Gamma$-limits of $F_\varepsilon^{(k,j)}$ exist, a diagonal sequence argument shows that for any subsequence $\varepsilon_i$ there is a further subsequence $\varepsilon_{i_1}$ such that

$$
\Gamma(L^p) \lim_{i_1 \to \infty} F_\varepsilon^{(k,j)}(\cdot, U) = F_0^{(k,j)}(\cdot, U)
$$

for all $k \in \mathbb{N}$, $j \in \mathbb{N} \cup \{\infty\}$, and $U \in \mathcal{A}(\Omega)$, where $F_0^{(k,j)}(\cdot, U)$ is an integral functional with density $f_0^{(k,j)}$. Then, as shown above, $F_0^{(\infty)}(u, U)$ is independent of the subsequence chosen, so that in fact

$$
\Gamma(L^p) \lim_{\varepsilon \to 0} F_\varepsilon^{(\infty)}(\cdot, U) = F_0^{(\infty)}(\cdot, U)
$$

for $F_0^{(\infty)}(u, U) = \lim_{j \to \infty} F_0^{(j)}(u, U)$.

Finally, the convergence of the densities now follows precisely as in the proof of Theorem 2.4. \qed

**Proof of Theorem 2.8.** This follows exactly along the lines of the first part of the proof of Theorem 2.9 taking into account the remark after Proposition 2.10. \qed
2.3. Boundary values and compactness. In this section we will first prove that the \( \Gamma \)-closure theorem for Gårding-type functionals remains true for functionals with prescribed boundary values. In fact, the corresponding results for functionals with \( p \)-growth as, e.g., [BD:98, Proposition 11.7], are standard and may be adapted to our setting in a rather straightforward way. On the other hand, Gårding-type functionals may lack coercivity so that bounded energy sequences do not necessarily admit convergent subsequences. We will see, however, that this lack of compactness may be circumvented on suitable domains by imposing boundary values.

For this subsection let us fix a bounded and open set \( \Omega \subset \mathbb{R}^n \) and a function \( u_0 \in W^{1,p}(\Omega; \mathbb{R}^m) \). For an integral functional \( F \) we denote by

\[
F(u) := \begin{cases} 
F(u) & \text{if } u \in u_0 + W^{1,p}_0(\Omega; \mathbb{R}^m), \\
\infty & \text{otherwise},
\end{cases}
\]

its restriction to prescribed boundary values \( u_0 \) on \( \partial \Omega \).

**Theorem 2.12** (\( \Gamma \)-closure with boundary values). **Suppose that the family of functionals \( F^{(j)}_\varepsilon \), \( j \in \mathbb{N} \cup \{\infty\}, \varepsilon > 0 \), with densities \( f^{(j)}_\varepsilon : \Omega \times \mathbb{R}^{m \times n} \rightarrow \mathbb{R} \) is of uniform \( p \)-Gårding-type on \( \Omega \). Assume that**

(i) for each \( j < \infty \), \( \Gamma(L^p) \)-lim \( \varepsilon \to 0 F^{(j)}_\varepsilon \) exists;

(ii) the families \( ((f^{(j)}_\varepsilon)_{\varepsilon > 0})_{j \in \mathbb{N}} \) and \( (f^{(\infty)}_\varepsilon)_{\varepsilon > 0} \) are equivalent on \( \Omega \).

**Then also** \( \Gamma(L^p) \)-lim \( \varepsilon \to 0 F^{(\infty)}_\varepsilon \) exists,

\[
\Gamma(L^p) \text{-lim}_{\varepsilon \to 0} F^{(j)}_\varepsilon =: F^{(j)}_0 \quad \forall j \in \mathbb{N} \cup \{\infty\}, \quad \text{and} \quad F^{(\infty)}_0 = \lim_{j \to \infty} F^{(j)}_0 = \Gamma(L^p) \text{-lim}_{j \to \infty} F^{(j)}_0.
\]

We first show that prescribing boundary conditions is compatible with taking \( \Gamma \)-limits for a single functional satisfying a Gårding-type inequality.

**Lemma 2.13** (boundary values for Gårding-type functionals). **Let \( \Omega \) have a Lipschitz boundary. Suppose \( f_\varepsilon : \Omega \times \mathbb{R}^{m \times n} \rightarrow \mathbb{R} \) are Borel functions such that for some \( \beta > 0 \) and \( 1 < p < \infty \)

\[
-\beta \leq f_\varepsilon(x, X) \leq \beta(|X|^p + 1)
\]

for all \( x \in \Omega, X \in \mathbb{R}^{m \times n} \), and \( \varepsilon > 0 \) and there are \( \alpha, \gamma > 0 \) such that

\[
F_\varepsilon(u) \geq \alpha \int_\Omega |\nabla u(x)|^p \, dx - \gamma \int_\Omega |u(x)|^p \, dx
\]

for all \( u \in W^{1,p}(\Omega; \mathbb{R}^m), \varepsilon > 0 \). Then \( \Gamma(L^p) \)-lim \( \varepsilon \to 0 F_\varepsilon = F_0 \) implies

\[
\Gamma(L^p) \text{-lim}_{\varepsilon \to 0} F_\varepsilon = F_0.
\]

**Proof.**

**Step 1.** lim inf-inequality. Suppose \( u_\varepsilon \to u \) in \( L^p(\Omega; \mathbb{R}^m) \). If \( F_0(u) = \infty \), then indeed \( \liminf_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon) = \infty \) for otherwise we may by Gårding’s inequality find a subsequence \( (u_{\varepsilon_k})_{k \in \mathbb{N}} \subset u_0 + W^{1,p}_0(\Omega; \mathbb{R}^m) \) with \( u_{\varepsilon_k} \rightharpoonup u \) in \( W^{1,p}(\Omega; \mathbb{R}^m) \). This contradicts \( F_0(u) = \infty \). If, on the other hand, \( F_0(u) < \infty \), then

\[
\liminf_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon) \geq \liminf_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon, \Omega) \geq F_0(u, \Omega) = F_0(u).
\]
Step 2. Consider an arbitrary subsequence $\varepsilon_j \searrow 0$. Referring to the pointwise Urysohn property from Theorem A.2, for given $u \in L^p(\Omega; \mathbb{R}^m)$ we only have to provide a recovery sequence $v_k \to u$ in $L^p(\Omega; \mathbb{R}^m)$ along a suitable subsequence $(\varepsilon_{j_k})_{k \in \mathbb{N}}$ of $(\varepsilon_j)_{j \in \mathbb{N}}$.

In order to do so, we start with a recovery sequence $u_\varepsilon$ for the original functional $F_0$ such that $u_\varepsilon \to u$ in $L^p(\Omega; \mathbb{R}^m)$ and $\lim_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon) = F_0(u)$. If $F_0(u) = \infty$, then also $\lim_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon) = F_0(u)$ and the claim follows. If $F_0(u) < \infty$, then by Gårding’s inequality $(u_\varepsilon)_{\varepsilon > 0}$ is bounded in $W^{1,p}(\Omega; \mathbb{R}^m)$. Referring to Lemma A.5 we find a subsequence $(\varepsilon_{j_k})_{k \in \mathbb{N}}$ and $v_k \in u_0 + W^{1,p}_0(\Omega; \mathbb{R}^m)$ such that $(|\nabla v_k|^p)_{k \in \mathbb{N}}$ is equi-integrable in $\Omega$, $|A_k| \to 0$ for

$$A_k := \{ u_{\varepsilon_{j_k}} \neq v_k \text{ or } \nabla u_{\varepsilon_{j_k}} \neq \nabla v_k \}$$

and $v_k \rightharpoonup u$ in $W^{1,p}(\Omega; \mathbb{R}^m)$. But then

$$\bar{F}_{\varepsilon_{j_k}}(v_k) = F_{\varepsilon_{j_k}}(v_k) = \int_{\Omega \setminus A_k} f_{\varepsilon_{j_k}}(x, \nabla u_{\varepsilon_{j_k}}(x)) \, dx + \int_{A_k} f_{\varepsilon_{j_k}}(x, \nabla v_k(x)) \, dx \leq F_{\varepsilon_{j_k}}(u_{\varepsilon_{j_k}}) + \int_{A_k} \beta(2 + |\nabla v_k(x)|^p) \, dx$$

and thus

$$\limsup_{k \to \infty} \bar{F}_{\varepsilon_{j_k}}(v_k) \leq \limsup_{k \to \infty} F_{\varepsilon_{j_k}}(u_{\varepsilon_{j_k}}) \leq F_0(u) = F_0(u).$$

Proof of Theorem 2.12. $\Gamma(L^p)\lim_{\varepsilon \to 0} F_\varepsilon^{(\infty)} = F_0^{(\infty)}$ was shown in Theorem 2.8. The remaining assertions follow from the same theorem and Lemma 2.13 by noting that also the family $F_\varepsilon^{(j)}$, $j \in \mathbb{N} \cup \{ \infty \}$, is of uniform $p$-Gårding-type on $\Omega$ with the same constants $\alpha_\Omega$ and $\gamma_\Omega$. To see this, we consider for given $j$ a recovery sequence $u_\varepsilon$ for $u \in W^{1,p}(\Omega; \mathbb{R}^m)$. By Gårding’s inequality and boundedness of $(F_\varepsilon^{(j)}(u_\varepsilon))_{\varepsilon > 0}$ we have $u_\varepsilon \to u$ in $W^{1,p}(\Omega; \mathbb{R}^m)$ and so

$$F_0^{(j)}(u) = \lim_{\varepsilon \to 0} F_\varepsilon^{(j)}(u_\varepsilon) \geq \liminf_{\varepsilon \to 0} \left( \alpha_\Omega \|
abla u_\varepsilon\|^p_{L^p(\Omega)} - \gamma_\Omega \|u_\varepsilon\|^p_{L^p(\Omega)} \right) \geq \alpha_\Omega \|
abla u\|^p_{L^p(\Omega)} - \gamma_\Omega \|u\|^p_{L^p(\Omega)}.$$ 

In view of our application to homogenization theory to be discussed below, however, we observe that Poincaré’s inequality guarantees coercivity on sufficiently small domains.

Proposition 2.14. Suppose $f: \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R}$ is a Borel function such that for some $\beta > 0$ and $1 < p < \infty$

$$-\beta \leq f(x, X) \leq \beta(|X|^p + 1)$$

for all $x \in \Omega$, $X \in \mathbb{R}^{m \times n}$ and there are $\alpha_\Omega, \gamma_\Omega > 0$ such that

$$F(u, \Omega) \geq \alpha_\Omega \int_{\Omega} |
abla u(x)|^p \, dx - \gamma_\Omega \int_{\Omega} |u(x)|^p \, dx$$
for all \( u \in W^{1,p}(\Omega; \mathbb{R}^m) \). Then, if \( U \subset \Omega \) is sufficiently small, there are constants \( A > 0 \) and \( B \) such that
\[
F(u, U) \geq A \int_U |\nabla u(x)|^p \, dx - B
\]
for all \( u \in u_0 + W^{1,p}_0(U; \mathbb{R}^m) \).

Proof. Take any \( U \in \mathcal{A}(\Omega) \). For \( u \in u_0 + W^{1,p}_0(U; \mathbb{R}^m) \) let \( \tilde{u} \in W^{1,p}(\Omega; \mathbb{R}^m) \) be its extension by \( u_0 \) on \( \Omega \setminus U \). We have
\[
F(u, U) = F(\tilde{u}, \Omega) - \int_{\Omega \setminus U} f(x, \nabla u_0(x)) \, dx
\]
\[
\geq \int_{\Omega} \left( \alpha_\Omega |\nabla \tilde{u}(x)|^p - \gamma_\Omega |\tilde{u}(x)|^p \right) \, dx - \int_{\Omega \setminus U} \left( \beta |\nabla u_0(x)|^p + \beta \right) \, dx
\]
\[
= \int_U \left( \alpha_\Omega |\nabla u(x)|^p - \gamma_\Omega |u(x)|^p \right) \, dx
\]
\[
- \int_{\Omega \setminus U} \left( (\beta - \alpha_\Omega) |\nabla u_0(x)|^p + \gamma_\Omega |u_0(x)|^p + \beta \right) \, dx.
\]
Now if \( C_p \) denotes the Poincaré constant of \( U \), then
\[
\int_U |u(x)|^p \, dx \leq \int_U \left( 2^p |u(x) - u_0(x)|^p + 2^p |u_0(x)|^p \right) \, dx
\]
\[
\leq 2^p C_p^p \int_U |\nabla u(x) - \nabla u_0(x)|^p \, dx + 2^p \int_U |u_0(x)|^p \, dx
\]
\[
\leq 4^p C_p^p \int_U |\nabla u(x)|^p \, dx + 4^p C_p^p \int_U |\nabla u_0(x)|^p \, dx + 2^p \int_U |u_0(x)|^p \, dx
\]
and the assertion follows with \( A := \alpha_\Omega - 4^p C_p^p \gamma_\Omega \), which is positive if \( U \) is sufficiently small.

The proof shows that \( A \) and \( B \) only depend on the width of \( U \) (through its Poincaré constant), \( p, \alpha_\Omega, \gamma_\Omega, \beta \), and \( \|u_0\|_{W^{1,p}(\Omega)} \).

3. General applications.

3.1. A perturbation and a relaxation result. When specialized to \( j \)- or \( \varepsilon \)-independent families our \( \Gamma \)-closure theorems immediately imply the following perturbation and relaxation results. We only consider their formulation on a single domain \( \Omega \), the adaption to variable domains is straightforward.

The first easy consequence of the \( \Gamma \)-closure theorems is a stability result for \( \Gamma \)-limits under equivalent perturbations of the densities; see Figure 2 for a schematic illustration.

**Theorem 3.1** (perturbation). Let \( \Omega \subset \mathbb{R}^n \) be bounded and open. Suppose that the families of functionals \( F_\varepsilon \) and \( G_\varepsilon \), \( \varepsilon > 0 \), with densities \( f_\varepsilon, g_\varepsilon : \Omega \times \mathbb{R}^m \times \mathbb{R} \rightarrow \mathbb{R} \), respectively, are of uniform \( p \)-Gärding-type on \( \Omega \). Assume that \( \Gamma(L^p) \)-\( \lim_{\varepsilon \to 0} F_\varepsilon = F_0 \) and
\[
\limsup_{\varepsilon \to 0} \int_{|X| \leq R} \sup_{\Omega} |f_\varepsilon(x, X) - g_\varepsilon(x, X)| \, dx = 0
\]
for all \( R > 0 \). Then also \( \Gamma(L^p) \)-\( \lim_{\varepsilon \to 0} G_\varepsilon = F_0 \).
\[ F_\varepsilon \xrightarrow{\approx} G_\varepsilon \]

\[ \Gamma \]

\[ F_0 \]

Fig. 2. Schematic diagram of the assumptions (solid lines) and consequences (dashed) in Theorem 3.1.

Proof. With \( F_\varepsilon^{(j)} = F_\varepsilon \) for all \( j \in \mathbb{N} \) and \( \varepsilon \geq 0 \) and \( G_\varepsilon = F_\varepsilon^{(\infty)} \) for \( \varepsilon > 0 \) it follows directly from Theorem 2.8 that

\[ \Gamma(L^p) - \lim_{\varepsilon \to 0} G_\varepsilon = \lim_{j \to \infty} F_0 = F_0. \]

Our second straightforward application shows that a sequence of functionals equivalent to some fixed functional \( \Gamma \)-converges to the relaxation of this functional; see Figure 3 for a schematic illustration.

**Theorem 3.2 (relaxation).** Let \( \Omega \subset \mathbb{R}^n \) be bounded and open. Suppose that the family of functionals \( F^{(j)}, j \in \mathbb{N} \cup \{ \infty \} \) with densities \( f^{(j)} : \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R} \) are of uniform \( p \)-G"arding-type on \( \Omega \). Assume that

\[ \lim_{j \to \infty} \int_{\Omega} \sup_{|X| \leq R} |f^{(j)}(x, X) - f^{(\infty)}(x, X)| \, dx = 0 \]

for all \( R > 0 \). Then \( \Gamma(L^p) - \lim_{j \to \infty} F^{(j)} = \text{lsc } F^{(\infty)} \), where \( \text{lsc } F^{(\infty)} \) denotes the lower semicontinuous envelope of \( F^{(\infty)} \) in \( L^p(\Omega) \).

\[ F^{(j)} \xrightarrow{\approx} F^{(\infty)} \]

\[ \Gamma \]

\[ \text{lsc } F^{(j)} \xrightarrow{\text{ptw.}} \text{lsc } F^{(\infty)} \]

Fig. 3. Schematic diagram of the assumptions (solid lines) and consequences (dashed) in Theorem 3.2.

Proof. Let \( F_\varepsilon^{(j)} = F^{(j)} \) for all \( j \in \mathbb{N} \cup \{ \infty \} \) and \( \varepsilon > 0 \). These sequences are constant in \( \varepsilon \) and so \( \Gamma(L^p) - \lim_{\varepsilon \to 0} F_\varepsilon^{(j)} = \text{lsc } F^{(j)} \). A direct application of Theorem 2.8 thus yields

\[ \Gamma(L^p) - \lim_{j \to \infty} \text{lsc } F^{(j)} = \lim_{j \to \infty} \text{lsc } F^{(j)} = \text{lsc } F^{(\infty)}. \]

Noting that \( \Gamma(L^p) - \lim_{j \to \infty} F^{(j)} = \Gamma(L^p) - \lim_{j \to \infty} \text{lsc } F^{(j)} \) finishes the proof. \( \square \)
3.2. Commutability and simultaneous limits. In the general case with a doubly indexed family of functionals considered in the closure theorems above and schematically illustrated in Figure 1 the natural questions arise if the \( \Gamma \)-limits as \( \varepsilon \to 0 \) and as \( j \to \infty \) commute and if the limiting functional is also a simultaneous limit of \( F_{\varepsilon_k}^{(j_k)} \) as \( k \to \infty \). In general this is not the case. For simultaneous limits nothing can be said even if we specify the ratio between \( j_k \) and \( \varepsilon_k \). Take, for example, any decreasing null sequence \( (\varepsilon_j)_{j \in \mathbb{N}} \) and define

\[
f_{\varepsilon_j}(x, X) = \begin{cases} 
|X|^p & \text{if } \varepsilon < \tilde{\varepsilon}_j, \\
2|X|^p & \text{if } \varepsilon \geq \tilde{\varepsilon}_j,
\end{cases}
\]

so that all assumptions of Theorems 2.2 and 2.4 are met. Obviously, the \( \Gamma \)-limits as \( \varepsilon \to 0 \) and as \( j \to \infty \) do not commute. Moreover, for any given sequences \( j_k \to \infty \) and \( \varepsilon_k \to 0 \) one can choose the \( \tilde{\varepsilon}_j \) such that both \( \varepsilon_k < \tilde{\varepsilon}_{j_k} \) and \( \varepsilon_k \geq \tilde{\varepsilon}_{j_k} \) are satisfied for infinitely many \( k \), in which case the \( \Gamma \)-limit of \( F_{\varepsilon_k}^{(j_k)} \) cannot exist.

However, again as a direct application of our closure results, we obtain that a stronger notion of equivalence does in fact imply commutability of these \( \Gamma \)-limits. This stronger condition in particular is satisfied if

\[
\lim_{j \to \infty} \sup_{\varepsilon > 0} \int \sup_{\Omega |x| \leq R} |f_{\varepsilon_j}(x, X) - f_{\varepsilon}^{(\infty)}(x, X)| \, dx = 0
\]

and thus holds true in our applications to homogenization to be discussed below. In the following it suffices to consider a single domain \( \Omega \).

**Theorem 3.3** (commutability). Let \( \Omega \subset \mathbb{R}^n \) be bounded and open. Suppose that the family of functionals \( F_{\varepsilon}^{(j)} \), \( j \in \mathbb{N} \cup \{ \infty \} \), \( \varepsilon > 0 \), with densities \( f_{\varepsilon}^{(j)} : \Omega \times \mathbb{R}^{m \times n} \) is of uniform \( p \)-Gårding-type on \( \Omega \). Assume that

(i) for each \( j < \infty \) the \( \Gamma \)-limit \( \Gamma(L^p) - \lim_{\varepsilon \to 0} F_{\varepsilon}^{(j)} =: F_0^{(j)} \) exists;

(ii) the families \( (f_{\varepsilon}^{(j)})_{\varepsilon > 0} \) for each \( j \in \mathbb{N} \) and \( (f_{\varepsilon}^{(\infty)})_{\varepsilon > 0} \) are equivalent on \( \Omega \) and moreover

\[
\lim_{j \to \infty} \int_{\Omega |x| \leq R} \sup_{\varepsilon > 0} |f_{\varepsilon_j}(x, X) - f_{\varepsilon}^{(\infty)}(x, X)| \, dx = 0
\]

for every \( R > 0 \) and all \( \varepsilon > 0 \).

Then \( \Gamma(L^p) - \lim_{\varepsilon \to 0} F_{\varepsilon}^{(\infty)} = \Gamma(L^p) - \lim_{j \to \infty} F_0^{(j)} =: F_0^{(\infty)} \). Moreover,

\[
\Gamma(L^p) - \lim_{j \to \infty} F_{\varepsilon}^{(j)} = \text{lsc}\, F_{\varepsilon}^{(\infty)}
\]

and

\[
\Gamma(L^p) - \lim_{\varepsilon \to 0} \left( \Gamma(L^p) - \lim_{j \to \infty} F_{\varepsilon}^{(j)} \right) = \Gamma(L^p) - \lim_{j \to \infty} \left( \Gamma(L^p) - \lim_{\varepsilon \to 0} F_{\varepsilon}^{(j)} \right),
\]

i.e., the following diagram commutes:

\[
\begin{array}{ccc}
F_{\varepsilon}^{(j)} & \xrightarrow{\Gamma} & \text{lsc}\, F_{\varepsilon}^{(\infty)} \\
\downarrow & & \downarrow \\
\Gamma & \xrightarrow{} & \Gamma \\
\downarrow & & \downarrow \\
F_0^{(j)} & \xrightarrow{\Gamma} & F_0^{(\infty)}
\end{array}
\]
See Figure 4 for a schematic illustration of the assumptions and assertions in Theorem 3.3.

**Proof.** The first assertion follows immediately from Theorem 2.8. Next, Theorem 3.2 applied to \( F^{(j)}_{\varepsilon} \) with fixed \( \varepsilon \) gives \( \Gamma(L^p)\lim_{j \to \infty} F^{(j)}_{\varepsilon} = \text{lsc} F^{(\infty)}_{\varepsilon} \). It remains to note that \( \Gamma(L^p)\lim_{\varepsilon \to 0} F^{(\infty)}_{\varepsilon} = \Gamma(L^p)\lim_{\varepsilon \to 0} \text{lsc} F^{(\infty)}_{\varepsilon} \).

In fact, under the condition
\[
\limsup_{\varepsilon \to \infty} \sup_{j > 0} \int_{U} |f^{(j)}_{\varepsilon}(x, X) - f^{(\infty)}_{\varepsilon}(x, X)| \, dx = 0
\]
we also have \( \Gamma \)-convergence along any diagonal sequence \((\varepsilon_k, j_k)_{k \in \mathbb{N}}\).

**THEOREM 3.4** (simultaneous limits). Let \( \Omega \subset \mathbb{R}^n \) be bounded and open. Suppose that the family of functionals \( F^{(j)}_{\varepsilon} \), \( j \in \mathbb{N} \cup \{\infty\} \), \( \varepsilon > 0 \), with densities \( f^{(j)}_{\varepsilon} : \Omega \times \mathbb{R}^{m \times n} \) is of uniform p-Gårding-type on \( \Omega \). Let \((j_k)_{k \in \mathbb{N}}\) and \((\varepsilon_k)_{k \in \mathbb{N}}\) be subsequences of \( j \) and \( \varepsilon \), respectively. Assume that \( \Gamma(L^p)\lim_{\varepsilon \to 0} F^{(\infty)}_{\varepsilon} = F^{(\infty)}_{0} \) and
\[
\lim_{k \to \infty} \int_{\Omega} \sup_{|X| \leq R} |f^{(j_k)}_{\varepsilon_k}(x, X) - f^{(\infty)}_{\varepsilon_k}(x, X)| \, dx = 0
\]
for every \( R > 0 \). Then \( \Gamma(L^p)\lim_{\varepsilon_k \to \infty} F^{(j_k)}_{\varepsilon_k} = F^{(\infty)}_{0} \).

**Proof.** This is nothing but Theorem 3.1 applied to \( F^{(j_k)}_{\varepsilon_k} \) and \( F^{(\infty)}_{\varepsilon_k} \).

Note that \( \Gamma(L^p)\lim_{\varepsilon \to 0} F^{(\infty)}_{\varepsilon} = F^{(\infty)}_{0} \) is known to exist under the assumptions of Theorem 2.9.

### 3.3. Homogenization of Gårding-type functionals.

As a corollary to our \( \Gamma \)-closure and commutability theorems we first obtain a homogenization closure theorem which generalizes the corresponding result of Braides to integral densities which are not assumed to be quasiconvex in their second argument and which instead of a standard \( p \)-growth assumption are only assumed to induce Gårding-type integral functionals. It then follows immediately that the classical homogenization results in [Br:85, Më:87, MM:94] for integral functionals are also true for Gårding-type functionals. Finally we also obtain a general criterion for the interchangeability of homogenizing and taking the \( \Gamma \)-limit of a sequence of functionals. In view of our applications
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in the following sections we state the closure theorem on variable domains and with densities bounded below by a single density inducing a Gårding inequality. Specific situations in which the assumptions of the following results are known to be satisfied will be discussed in section 4.2.

For Borel functions $f^{(\infty)}, f^{(1)}, f^{(2)}, \ldots : \mathbb{R}^n \times \mathbb{R}^{m \times n} \to \mathbb{R}$ and all $\varepsilon > 0$ we consider the integral functionals $F^\varepsilon_{\gamma} : L^p(\mathbb{R}^n; \mathbb{R}^m) \times \mathcal{A}(\mathbb{R}^n) \to \mathbb{R} \cup \{+\infty\}$ which for $u \in W^{1,p}(\mathbb{R}^n; \mathbb{R}^m)$ and $U \in \mathcal{A}(\mathbb{R}^n)$ are given by

$$F^\varepsilon_{\gamma}(u, U) = \int_U f^{\varepsilon}(x, \nabla u(x)) \, dx$$

and take the value $+\infty$ otherwise. For the Borel functions $f^{(\infty)}_{\text{hom}}, f^{(1)}_{\text{hom}}, f^{(2)}_{\text{hom}}, \ldots : \mathbb{R}^{m \times n} \to \mathbb{R}$ we define $F^{(j)}_{\text{hom}} : L^p(\mathbb{R}^n; \mathbb{R}^m) \times \mathcal{A}(\mathbb{R}^n) \to \mathbb{R} \cup \{+\infty\}$ by

$$F^{(j)}_{\text{hom}}(u, U) = \int_U f^{(j)}_{\text{hom}}(\nabla u(x)) \, dx$$

for $u \in W^{1,p}(\mathbb{R}^n; \mathbb{R}^m), U \in \mathcal{A}(\mathbb{R}^n)$ and $+\infty$ otherwise.

**Theorem 3.5** (homogenization closure). *Let us for each $j \in \mathbb{N} \cup \{\infty\}$ have a Borel function $f^{(j)} : \mathbb{R}^n \times \mathbb{R}^{m \times n} \to \mathbb{R}$ such that there are a constant $\beta > 0$ and a Borel function $g : \mathbb{R}^{m \times n} \to \mathbb{R}$ with

$$\max\{-\beta, g(X)\} \leq f^{(j)}(x, X) \leq \beta(|X|^p + 1)$$

for all $x \in \mathbb{R}^n, X \in \mathbb{R}^{m \times n}$, and $j \in \mathbb{N} \cup \{\infty\}$. Assume that for all $U \in \mathcal{A}(\mathbb{R}^n)$ there are $\alpha_U > 0$ and $\gamma_U \in \mathbb{R}$ such that

$$\int_U g(\nabla u(x)) \, dx \geq \alpha_U \int_U |\nabla u(x)|^p \, dx - \gamma_U \int_U |u(x)|^p \, dx$$

for $u \in W^{1,p}(U; \mathbb{R}^m)$. Suppose that

(i) for every $j \in \mathbb{N}$ the function $f^{(j)}$ is homogenizable, i.e., there exists a Borel function $f^{(j)}_{\text{hom}} : \mathbb{R}^{m \times n} \to \mathbb{R}$ such that

$$\Gamma(L^p) \cdot \lim_{\varepsilon \to 0} F^\varepsilon_{\gamma}(\cdot, U) = F^{(j)}_{\text{hom}}(\cdot, U)$$

for every $U \in \mathcal{A}(\mathbb{R}^n)$ and

(ii) for every $R > 0$

$$\lim_{j \to \infty} \limsup_{T \to \infty} \int_{(-T, T)^n} \sup_{|X| \leq R} |f^{(j)}(x, X) - f^{(\infty)}(x, X)| \, dx = 0.$$ 

Then $f^{(\infty)}$ is also homogenizable, say $\Gamma(L^p) \cdot \lim_{\varepsilon \to 0} F^\varepsilon_{\gamma}(\cdot, U) = F^{(\infty)}_{\text{hom}}(\cdot, U)$ for $U \in \mathcal{A}(\mathbb{R}^n)$. The limiting density $f^{(\infty)}_{\text{hom}}$ is given by

$$f^{(\infty)}_{\text{hom}}(X) = \lim_{k \to \infty} \inf \left\{ \int_{(0,k)^n} f^{(\infty)}(x, X + \nabla u(x)) \, dx : u \in W^{1,p}_0((0,k)^n; \mathbb{R}^m) \right\}$$

and satisfies $f^{(\infty)}_{\text{hom}}(X) = \lim_{j \to \infty} f^{(j)}_{\text{hom}}(X)$ for every $X \in \mathbb{R}^{m \times n}$.

As we will show below, except for the representation formula of $f^{(\infty)}_{\text{hom}}$ this is a direct consequence of Theorem 2.9. Before we turn our attention to the representation formula and prove Theorem 3.5, we demonstrate that—as a corollary—the classical homogenization result for periodic functions can be extended to Gårding-type functionals.
COROLLARY 3.6 (periodic homogenization). Suppose \( f : \mathbb{R}^n \times \mathbb{R}^{m \times n} \to \mathbb{R} \) is a Borel function, periodic in the first variable, and satisfying the growth assumptions with \( \beta \) and \( g \) as in Theorem 3.5. Then \( f \) is homogenizable with

\[
f_{\text{hom}}(X) = \lim_{k \to \infty} \inf \left\{ \int_{(0,k)^n} f(x, X + u(x)) \, dx : u \in W^{1,p}_0((0,k)^n; \mathbb{R}^m) \right\}
\]

for every \( X \in \mathbb{R}^{m \times n} \).

Proof. Define \( f^{(j)}(x, X) := f(x, X) + \frac{1}{j} |X|^p \) for every \( j \in \mathbb{N} \) and \( f^{(\infty)}(x, X) := f(x, X) \). Then each \( f^{(j)} \) fulfills a \( p \)-standard growth condition and is therefore homogenizable. The condition (ii) of Theorem 3.5 is obviously satisfied. \( \square \)

Remark 3.7. In complete analogy, the stochastic homogenization result in [MM:94] may be extended to Gårding-type functionals; cf., also, Remark 4.5.

The representation formula is implied by the following proposition which in turn is a consequence of Theorem 2.12 and Proposition 2.14.

PROPOSITION 3.8 (representation formula). Suppose \( f : \mathbb{R}^n \times \mathbb{R}^{m \times n} \to \mathbb{R} \) is a Borel function satisfying the growth assumptions with \( \beta \) and \( g \) as in Theorem 3.5. If there exists \( f_{\text{hom}} : \mathbb{R}^{m \times n} \to \mathbb{R} \) such that

\[
\Gamma(L^p) \lim_{\varepsilon \to 0} F_{\varepsilon}(\cdot, U) = F_{\text{hom}}(\cdot, U)
\]

for all \( U \in \mathcal{A}(\mathbb{R}^n) \), then

\[
f_{\text{hom}}(X) = \lim_{k \to \infty} \inf \left\{ \int_{kU} f(x, X + \nabla \varphi(x)) \, dx : \varphi \in W^{1,p}_0(kU; \mathbb{R}^m) \right\}
\]

for every \( X \in \mathbb{R}^{m \times n}, U \in \mathcal{A}(\mathbb{R}^n) \).

Proof. Fix any \( U \in \mathcal{A}(\mathbb{R}^n) \). Let \( \Omega \) be an open ball centered at \( 0 \) such that \( U \subseteq \Omega \). Take \( X \in \mathbb{R}^{m \times n} \) and set \( u_0(x) = \ell_X(x) = X x \). By Proposition 2.14 the functionals \( F_{\varepsilon}(\cdot, U') \) are then equicoercive on \( W^{1,p}(U'; \mathbb{R}^m) \) for \( U' := \frac{1}{k} U \) with \( K > 0 \) sufficiently large. Quasiconvexity of \( f_{\text{hom}} \) and Theorem 2.12 thus imply that for \( \varepsilon_k := \frac{1}{kK} \)

\[
f_{\text{hom}}(X) = \min \left\{ \frac{1}{|U'|} F_{\text{hom}}(u, U') : u \in \ell_X + W^{1,p}_0(U'; \mathbb{R}^m) \right\}
= \min \left\{ \frac{1}{|U'|} \tilde{F}_{\varepsilon_k}(u, U') : u \in L^p(U'; \mathbb{R}^m) \right\}
= \lim_{k \to \infty} \inf \left\{ \frac{1}{|U'|} \tilde{F}_{\varepsilon_k}(u, U') : u \in L^p(U'; \mathbb{R}^m) \right\}
= \lim_{k \to \infty} \inf \left\{ \int_{U'} f(kKx, \nabla u(x)) \, dx : u \in \ell_X + W^{1,p}_0(U'; \mathbb{R}^m) \right\}
= \lim_{k \to \infty} \inf \left\{ \int_{kU} f(x, X + \nabla \varphi(x)) \, dx : \varphi \in W^{1,p}_0(kU; \mathbb{R}^m) \right\}. \square
\]

Proof of Theorem 3.5. Let

\[
f_{\varepsilon}^{(j)}(x, X) = f^{(j)}\left(\frac{x}{\varepsilon}, X\right)
\]

for \( j \in \mathbb{N} \cup \{\infty\} \) and \( \varepsilon > 0 \) and set

\[
f_{0}^{(j)}(x, X) := f_{\text{hom}}^{(j)}(X)
\]
for \( j \in \mathbb{N} \). For \( U \in \mathcal{A}(\mathbb{R}^n) \) with \( U \subset (-T_0, T_0)^n \) and \( R > 0 \) we then have

\[
\limsup_{\varepsilon \to 0} \sup_{x} \frac{1}{|U|} \int_{U} \left| f^{(j)}(x, X) - f^{(j)}(x, X) \right| \, dx \\
\leq \limsup_{\varepsilon \to 0} \sup_{x} \frac{1}{|U|} \int_{U} \left| f^{(j)}(x, X) - f^{(j)}(x, X) \right| \, dx \\
= \limsup_{\varepsilon \to 0} \frac{1}{|U|} \int_{(-T_0/\varepsilon, T_0/\varepsilon)^n} \left| f^{(j)}(x, X) - f^{(j)}(x, X) \right| \, dx \\
= (2T_0)^n \limsup_{T \to \infty} \frac{1}{|U|} \int_{(-T, T)^n} \left| f^{(j)}(x, X) - f^{(j)}(x, X) \right| \, dx \\
= 0.
\]

Thus we may apply Theorem 2.9 and deduce that there exists a Borel function \( f^{(j)} : \mathbb{R}^n \times \mathbb{R}^{m \times n} \to \mathbb{R} \) and corresponding integral functional \( F^{(j)}_{\varepsilon} \) such that

\[
\Gamma(L^p) - \lim_{\varepsilon \to 0} F^{(j)}_{\varepsilon} (\cdot, U) = F^{(j)}_{\varepsilon} (\cdot, U)
\]

for all \( U \in \mathcal{A}(\mathbb{R}^n) \) and moreover

\[
f^{(j)}(\cdot, X) \to f^{(j)}(\cdot, X)
\]

in \( L^\infty(\mathbb{R}^n) \) for all \( X \in \mathbb{R}^{m \times n} \). Since \( f^{(j)}(\cdot, X) = f^{(j)}_{\text{hom}}(X) \) is independent of \( x \) we in fact have that \( f^{(j)}(\cdot, X) = f^{(j)}_{\text{hom}}(X) \) for some Borel function \( f^{(j)}_{\text{hom}} \) for a.e. \( x \in \mathbb{R}^n \) and all \( X \in \mathbb{R}^{m \times n} \). (As a quasiconvex function \( f^{(j)}_{\text{hom}} \) is even continuous.) In particular,

\[
f^{(j)}_{\text{hom}}(X) \to f^{(j)}_{\text{hom}}(X)
\]

for all \( X \in \mathbb{R}^{m \times n} \).

We finally give an equivalence condition adapted to homogenization leading to a \( \Gamma \)-commuting diagram as in Theorem 3.3. The analogous adaption of Theorem 3.4 is straightforward.

**Theorem 3.9.** Suppose \( (f^{(j)})_{j \in \mathbb{N}} \) is a sequence of Borel functions satisfying the assumptions of Theorem 3.5 and in addition

\[
\lim_{j \to \infty} \frac{1}{|U|} \int_{(-T, T)^n} \left| f^{(j)}(x, X) - f^{(j)}(x, X) \right| \, dx = 0
\]

for every \( T \in \mathbb{N} \).

Then the limit \( f^{(j)}(x, \cdot) \) is also homogenizable and the following diagram commutes for every \( U \in \mathcal{A}(\mathbb{R}^n) \):

\[
\begin{array}{c}
F^{(j)}_{\varepsilon}(\cdot, U) \quad \xrightarrow{\Gamma} \quad \Gamma \quad F^{(j)}_{\text{hom}}(\cdot, U) \\
\downarrow \quad \Gamma \quad \downarrow \\
\Gamma \quad \downarrow \\
F^{(j)}_{\text{hom}}(\cdot, U) \quad \xrightarrow{\Gamma} \quad F^{(j)}_{\text{hom}}(\cdot, U)
\end{array}
\]
Remark 3.10. Note that if \( f^{(j)}(x, \cdot) \to f^{(\infty)}(x, \cdot) \) locally uniformly for almost every \( x \in \mathbb{R}^n \), then indeed

\[
\lim_{j \to \infty} \int_{(-T,T)^n} |f^{(j)}(x, X) - f^{(\infty)}(x, X)| \, dx = 0
\]

for every \( T \in \mathbb{N} \) and \( X \in \mathbb{R}^{n \times n} \). Conversely, if this condition is satisfied, then there is a subsequence \( \{f^{(j_k)}\}_{k \in \mathbb{N}} \) such that \( f^{(j_k)}(x, \cdot) \to f^{(\infty)}(x, \cdot) \) locally uniformly almost everywhere.

**Proof of Theorem 3.9.** This is an immediate consequence of Theorem 3.3. \( \square \)

### 4. Applications in elasticity theory

In this chapter we discuss some applications of our abstract results to elasticity theory. If \( y \in W^{1,p}(\Omega; \mathbb{R}^n) \) is a deformation of a hyperelastic body with reference configuration \( \Omega \subset \mathbb{R}^n \), a bounded domain with Lipschitz boundary, and stored energy function \( W: \Omega \times \mathbb{R}^{n \times n} \to \mathbb{R} \), then the elastic energy of \( y \) is given as

\[
E(y) = \int_{\Omega} W(x, \nabla y(x)) \, dx.
\]

Our homogenization closure and commutability results now shed light on the effective behavior of elastic materials in the limiting regimes 1. of highly oscillatory material properties (measured in terms of a small parameter \( \varepsilon \)) and 2. of small displacements (measured in terms of \( \delta \ll 1 \)). As \( \varepsilon \to 0 \), we are led to a homogenization problem in nonlinear elasticity as has been studied in [Br:85, Mù:87], while the limit \( \delta \to 0 \) corresponds to a linearization of the energy functional; cf. [DNP:02, Sch:08]. Here we will allow for an explicit dependence of the energy density on \( \delta \). This will enable us to also study effective functionals for stored energy functions with multiple wells, separated by a distance of the order of the displacements. As our limiting energy functional in this case is still nonlinear, the limit \( \delta \to 0 \) actually corresponds to a geometric linearization only.

#### 4.1. Functionals for microstructured multiwell materials

We consider the family of functionals \( (I_{\varepsilon, \delta})_{\varepsilon, \delta > 0} \) given for \( u \in W^{1,p}(\Omega; \mathbb{R}^n) \) by

\[
I_{\varepsilon, \delta}(u) := \frac{1}{\delta^p} \int_{\Omega} W_{\delta}\left(\frac{x}{\varepsilon}, I + \delta \nabla u(x)\right) \, dx,
\]

and extended to \( L^p(\Omega; \mathbb{R}^n) \) by \(+\infty\), the physically relevant cases being \( n = 1, 2, 3 \) and \( p = 2 \). Henceforth we will assume that \( W_{\delta}: \mathbb{R}^n \times \mathbb{R}^{n \times n} \to \mathbb{R} \) satisfies the physically reasonable objectivity condition \( W_{\delta}(x, RX) = W_{\delta}(x, X) \) for all \( x \in \Omega, X \in \mathbb{R}^{n \times n} \), and \( R \in \text{SO}(n) \).

For fixed \( \delta \) the limit \( \varepsilon \to 0 \) then leads to a classical homogenization problem rendering homogenized densities \( W_{\delta}^{\text{hom}} \) under suitable assumptions. For the limit \( \delta \to 0 \) with fixed \( \varepsilon \) let us first consider the standard single well case. Suppose that \( I \) is (up to a rigid motion) the unique stress-free strain and that \( W_{\delta} = W \), not explicitly depending on \( \delta \), has a single well structure. More precisely, let

\[
W(x, X) = 0 \iff X \in \text{SO}(n) \quad \text{and} \quad W(x, X) \geq c \text{dist}^p(X, \text{SO}(n)) \quad \forall X \in \mathbb{R}^{n \times n}
\]

for a \( c > 0 \). For \( p = 2 \), sending \( \delta \to 0 \) under a suitable regularity assumption leads to \( \delta^{-2}W(x, I + \delta X) \to \frac{1}{2}D_2^2 W(x, I) [X, X] \) and a corresponding energy functional in linear elasticity. By frame indifference, this density in fact only depends on the symmetric part \( \varepsilon(u) = X_{\text{sym}} = \frac{X + X^T}{2} \) of the displacement gradient \( \nabla u = X \).

Here we would like to more generally also allow for multiwell energies whose minimizers are concentrated in a \( \delta \)-neighborhood of \( \text{SO}(n) \). We therefore impose a
slightly milder nondegeneracy and growth condition in addition to our requirement of frame indifference:

**Definition 4.1.** A family \( W_\delta : \mathbb{R}^n \times \mathbb{R}^{n \times n} \to \mathbb{R}, \delta > 0, \) of Borel functions is said to be an admissible family of nonlinearly elastic stored energy functions if for a.e. \( x \in \mathbb{R}^n, \) all \( X \in \mathbb{R}^{n \times n}, \) and \( R \in \text{SO}(n) \) and suitable \( c, C > 0, \)

(i) \( W_\delta(x, RX) = W_\delta(x, X) \) and

(ii) \( c \text{ dist}^p(X, \text{SO}(n)) - C\delta^p \leq W_\delta(x, X) \leq C(|X|^p + 1). \)

**Example.** In particular, this assumption is compatible with models for shape memory alloys in their martensitic phase, when the zero set of \( W_\delta \geq 0 \) consists of multiple wells and is of the form

\[
W_\delta(x, X) = 0 \iff X \in \bigcup_{i=1}^N \text{SO}(n)(I + \delta U_i)
\]

for given positive matrices \( U_i \in \mathbb{R}^{n \times n}_{\text{sym}}. \) It is not hard to see that our nondegeneracy assumption is satisfied if we require that \( W_\delta(x, X) \geq c \text{ dist}^p(X, \bigcup_{i=1}^N \text{SO}(n)(I + \delta U_i)). \)

By way of contrast to the single well case, for multiwell energies \( W_\delta \) one may only assume that \( \delta^{-p}W_\delta(x, I + \delta X) \to V(x, X) \) for \( X \in \mathbb{R}^{n \times n}_{\text{sym}}, \) where \( V \) is a linearly frame indifferent and nondegenerate multiwell energy density acting on symmetrized displacement gradients inducing a nonlinear limiting functional in (geometrically) linearized elasticity. Accordingly we define

\[
\mathcal{I}_{\varepsilon,0}(u) := \int_\Omega V\left(\frac{x}{\varepsilon}, e(u)(x)\right) \, dx,
\]

for \( u \in W^{1,p}(\Omega; \mathbb{R}^n) \) and extended to \( L^p(\Omega; \mathbb{R}^n) \) by +∞ and summarize our admissibility assumptions on linear nondegeneracy, frame indifference, and growth in the following definition.

**Definition 4.2.** A Borel function \( V : \mathbb{R}^n \times \mathbb{R}^{n \times n} \to \mathbb{R} \) is an admissible linearly elastic stored energy function if for a.e. \( x \in \mathbb{R}^n, \) all \( X \in \mathbb{R}^{n \times n}, \) and suitable \( c, C > 0 \)

(i) \( V(x, X) = V(x, X_{\text{sym}}) \) and

(ii) \( c\text{ X}_{\text{sym}}^p \leq V(x, X) \leq C(|X|^p + 1). \)

Whereas in the single well case the limiting density \( \frac{1}{2} D_h^2 W(\frac{x}{\varepsilon}, I)[X, X] \) is quadratic and thus convex in \( X, \) the multiwell density \( V \) in general will not even be quasiconvex. (For compatible matrices \( U_1, \ldots, U_N \) in the above example the quasiconvex envelope on linear strains is strictly larger than \( \{U_1, \ldots, U_N\}. \) However, since in solving variational problems for \( \mathcal{I}_{\varepsilon,0} \) one may pass to its relaxation \( \text{lsc} \mathcal{I}_{\varepsilon,0}, \) in order to justify \( \mathcal{I}_{\varepsilon,0} \) is an adequate description of variational problems in the small displacement regime, we will therefore ask if \( \Gamma(L^p)-\lim_{\delta \to 0} \mathcal{I}_{\varepsilon,\delta} = \text{lsc} \mathcal{I}_{\varepsilon,0}. \) (Also, cf. the discussion in [Sch:08] for the \( \varepsilon \)-independent case.)

Korn’s inequality in Theorem A.7 and its nonlinear counterpart Theorem A.8, which is based on the geometric rigidity estimate Theorem A.6 from [FJM:02], provide the link to our theory developed for Gårding-type functionals:

**Lemma 4.3.** Suppose that the \( W_\delta, V : \mathbb{R}^n \times \mathbb{R}^{n \times n} \to \mathbb{R} \) are admissible (non)linearly elastic stored energy functions. Then the family of functionals \( \mathcal{I}_{\varepsilon,\delta} \) with \( \varepsilon > 0 \) and \( \delta \geq 0 \) is of uniform \( p \)-Gårding-type on every \( U \in \mathcal{A}(\mathbb{R}^n). \)

**Proof.** For \( \delta = 0 \) this is immediate from Theorem A.7. For \( \delta > 0 \) it follows from Theorem A.8 applied to \( \delta u. \)

4.2. **Homogenization and geometric linearization.** Our main result is the following theorem on homogenization and geometric linearization for multiwell energy
functionals. In particular we will see that these limiting processes commute and may be taken simultaneously. As it turns out, the (geometric) linearization and commutability results in [DNP:02, Sch:08, MN:11, GN:11] are direct consequences of that theorem.

**Theorem 4.4 (homogenization closure and commutability).** Suppose that $W_\delta, V : \mathbb{R}^n \times \mathbb{R}^{n \times n} \to \mathbb{R}$ are admissible (non)linearly elastic stored energy functions. Assume that

1. for every $\delta > 0$ the function $W_\delta$ is homogenizable, i.e., there exists a Borel function $W^\text{hom}_\delta : \mathbb{R}^{n \times n} \to \mathbb{R}$ such that
   \[
   \Gamma(L^p) - \lim_{\varepsilon \to 0} \mathcal{I}_{\varepsilon, \delta} (\cdot, U) = \mathcal{I}^\text{hom}_0 (\cdot, U)
   \]
   for every $U \in \mathcal{A}(\mathbb{R}^n)$ and
2. for every $R > 0$
   \[
   \lim_{\delta \to 0} \sup_{T > 0} \int_{(-T,T)^n} \sup_{X \in \mathbb{R}^{n \times n}} |\delta^{-p}W_\delta(x, I + \delta X) - V(x, X)| \, dx = 0
   \]
   and
   \[
   \lim_{|Z| \to 0} \sup_{T > 0} \int_{(-T,T)^n} \sup_{|X| \leq R} |V(x, X + Z) - V(x, X)| \, dx = 0.
   \]

Then also $V$ is homogenizable, say $\Gamma(L^p) - \lim_{\varepsilon \to 0} \mathcal{I}_{\varepsilon, 0} (\cdot, U) = : \mathcal{I}^\text{hom}_0 (\cdot, U)$ for $U \in \mathcal{A}(\mathbb{R}^n)$. The limiting density $V^\text{hom}$ is given by

\[
V^\text{hom}(X) = \lim_{k \to \infty} \inf \left\{ \int_{(0,k)^n} V(x, X + e(u)(x)) \, dx : u \in W^{1,p}_0((0,k)^n; \mathbb{R}^n) \right\}
\]

and satisfies $V^\text{hom}(X) = \lim_{\delta \to 0} \delta^{-p}W^\text{hom}_\delta(I + \delta X)$ for every $X \in \mathbb{R}^{n \times n}$. Moreover, also every simultaneous limit $\varepsilon_k, \delta_k \to 0$ satisfies

\[
\Gamma(L^p) - \lim_{k \to \infty} \mathcal{I}_{\varepsilon_k, \delta_k} = \mathcal{I}^\text{hom}_0
\]

and the following diagram commutes for every $U \in \mathcal{A}(\mathbb{R}^n)$:

\[
\begin{array}{c}
\mathcal{I}_{\varepsilon, \delta} (\cdot, U) \quad \Gamma \quad \text{lsc} \, \mathcal{I}_{\varepsilon, 0} (\cdot, U) \\
\downarrow \quad \downarrow \quad \downarrow \quad \downarrow
\end{array}
\]

Here

\[
\text{lsc} \, \mathcal{I}_{\varepsilon, 0}(u, U) = \int_U V^{\text{qc}} \left( \int_\varepsilon V^{\text{qc}} (\frac{\varepsilon}{U}) \right) \, dx
\]

for $u \in W^{1,p}(\Omega; \mathbb{R}^n)$ and $+\infty$ otherwise, where $V^{\text{qc}}$ denotes the quasiconvex envelope of $V$ in its second argument.
Remark 4.5.
1. Assumption (i) is known to be satisfied in two cases of special interest: periodic and stochastic homogenization. More precisely, if the $W_\delta$ are periodic in $x$, then the results on periodic homogenization of Braides [Br:85] and Müller [Mü:87] directly apply to $I_\varepsilon,\delta$ for fixed $\delta$. Their results have been extended to the field of stochastic homogenization by Messaoudi and Michaille in [MM:94] (based on the ideas in [DM:86]): Suppose that for every $\xi$ from some probability space we have an admissible nonlinearly elastic stored energy function $W_\xi$ such that the corresponding mapping $\xi \mapsto I_\xi(\cdot, U)$ is a random integral functional, stationary and ergodic. Then the functions $W_\xi$ are uniformly homogenizable, i.e., for almost every $\xi$ there exists a homogenized density $W_\text{hom}$, which moreover does not depend on $\xi$. Therefore, assumption (i) is satisfied for almost every $\xi$ along any null sequence $\delta \to 0$. (If $W_\xi = W_\xi$ does not explicitly depend on $\delta$, assumption (i) is satisfied for every $\delta$ for almost every $\xi$.) We however remark that in [MM:94] the authors assume the local Lipschitz condition

$$|W_\xi(x,X) - W_\xi(x,X')| \leq C(1 + |X|^{p-1} + |X'|^{p-1})|X - X'|,$$

which may in fact be omitted; see [Je:15].

2. The second assumption in (ii) is a mild continuity assumption on $V$. If, e.g., $V$ is a Carathéodory function which is periodic in $x$, this condition automatically holds by the Scorza–Dragoni theorem. It is also easily seen to be satisfied if the first assumption in (ii) is true and the $W_\delta$ fulfill (6).

The equivalence condition in (ii) only requires that $\delta^{-p}W_\delta(x, I + \delta X) \to V(x, X)$ as $\delta \to 0$ uniformly in $x \in \mathbb{R}^n$ and uniformly in $X$ on compact subsets of $\mathbb{R}^{n \times n}_{\text{sym}}$. In particular this is true if $W_\delta = W$ admits a quadratic Taylor expansion as in [DNP:02, MN:11, GN:11].

3. Combining the previous two remarks (and Remark 2.6) we observe that the (geometric) linearization and commutability results in [DNP:02, Sch:08, MN:11, GN:11] are implied by Theorem 4.4.

4. A straightforward adaptation of Theorem 2.12 yields a version of Theorem 4.4 for the functionals $I_\varepsilon,\delta$ with prescribed boundary values.

5. The proof of Theorem 2.12 shows that in fact also the homogenized functionals $T_\text{hom}^\delta$ are of $p$-Gårding-type for all $\delta \geq 0$. It is worth noting that Theorem A.9 implies that in fact the homogenized densities also satisfy the nondegeneracy assumption

$$W_\text{hom}^\delta(X) \geq c \text{dist}^p(X, \text{SO}(n)) - C\delta^p, \quad \text{respectively,}$$

$$V_\text{hom}(X) \geq c |X_{\text{sym}}|^p - C.$$

In combination with [DNP:02, Proposition 3.4] this observation implies equicoercivity of the functionals $T_\text{hom}^\delta$ under prescribed boundary conditions, thus complementing our $\Gamma$-convergence result.

Proof. Korn’s inequality (see Theorem A.7) and Theorem A.4 show that lsc $I_{\varepsilon,0}$ is an integral functional with density $V^{qc}$. By Lemma 4.3 the remaining assertions of this theorem are a direct consequence of Theorems 3.5, 3.9, and 3.4 (adapted to
homogenization) once we have established that in fact
\[
\limsup_{\delta \to 0} \int_{(-T,T)^n} \sup_{x \in \mathbb{R}^{n \times n}} |\delta^{-p} W_\delta(x, I + \delta X) - V(x, X)| \, dx = 0
\]
for any \( R > 0 \), where the supremum inside the integral is taken over bounded subsets in \( \mathbb{R}^{n \times n} \) rather than \( \mathbb{R}^{n \times n} \). To this end, we decompose \( I + \delta X \in \mathbb{R}^{n \times n} \) as \( I + \delta X = QY \), where \( Q \in SO(n) \) and \( Y \in \mathbb{R}^{n \times n} \) in such a way that \( Y = \sqrt{(I + \delta X)'(I + \delta X)} \) for \( \det(I + \delta X) > 0 \). By frame indiffERENCE
\[
\frac{1}{\delta} W_\delta(x, I + \delta X) = \frac{1}{\delta} W_\delta(x, I + \delta X_{\text{sym}} + q(\delta X))
\]
for \( q(\delta X) = Y - I - \delta X_{\text{sym}} \). Note that \( |Y| = |I + \delta X| \) grows at most linearly with \( |\delta X| \) for large \( |\delta X| \) whereas for small \( |\delta X| \) a Taylor expansion gives \( |Y - I - \delta X_{\text{sym}}| \leq C|\delta X|^2 \), so that
\[
|q(\delta X)| \leq C \min\{|\delta X|, |\delta X|^2\}.
\]
Now
\[
\frac{1}{\delta} W_\delta(x, I + \delta X) - V(x, X) = \frac{1}{\delta} W_\delta(x, I + \delta X_{\text{sym}} + q(\delta X)) - V(x, X_{\text{sym}} + \delta^{-1} q(\delta X)) + V(x, X_{\text{sym}} + \delta^{-1} q(\delta X)) - V(x, X_{\text{sym}}),
\]
where by assumption
\[
\limsup_{\delta \to 0} \int_{(-T,T)^n} \sup_{x \in \mathbb{R}^{n \times n}} |\delta^{-p} W_\delta(x, I + \delta X_{\text{sym}} + q(\delta X)) - V(x, X_{\text{sym}} + \delta^{-1} q(\delta X))| \, dx = 0
\]
and also
\[
\limsup_{\delta \to 0} \int_{(-T,T)^n} \sup_{x \in \mathbb{R}^{n \times n}} |V(x, X_{\text{sym}} + \delta^{-1} q(\delta X)) - V(x, X_{\text{sym}})| \, dx = 0
\]
for any \( R > 0 \).

**Appendix A.**

**A.1. \( \Gamma \)-convergence.** For the convenience of the reader we recall the definition and some important properties of \( \Gamma \)-convergence that were used frequently in our proofs.

**Definition A.1.** Let \( F_j : M \to [-\infty, \infty], \ j \in \mathbb{N}, \) be a sequence of functionals on a metric space \( (M, d) \). For \( x \in M \) we define the \( \Gamma \)-lim inf and \( \Gamma \)-lim sup at \( x \) as
\[
\Gamma(d)\text{-}\liminf_{j \to \infty} F_j(x) := \inf \left\{ \liminf_{j \to \infty} F_j(x_j) : x_j \to x \right\},
\]
\[
\Gamma(d)\text{-}\limsup_{j \to \infty} F_j(x) := \inf \left\{ \limsup_{j \to \infty} F_j(x_j) : x_j \to x \right\}.
\]
If these values are equal, then we call it the \( \Gamma \)-limit of \( (F_j)_{j \in \mathbb{N}} \) in \( x \) and write \( \Gamma(d)\text{-}\lim_{j \to \infty} F_j(x) \). Equivalently, \( F_\infty(x) = \Gamma(d)\text{-}\lim_{j \to \infty} F_j(x) \) if the following conditions are satisfied:

(i) (lim inf-inequality) If \( x_j \to x \) in \( M \) then \( \liminf_{j \to \infty} F_j(x_j) \geq F_\infty(x) \);

(ii) (recovery sequence) there exists a sequence \( x_j \to x \) in \( M \) such that \( \lim_{j \to \infty} F_j(x_j) = F_\infty(x) \).
We say that \((F_j)_{j \in \mathbb{N}}\) \(\Gamma\)-converges to some functional \(F_\infty\), if and only if \(\forall \Gamma\)-converges to \(F_\infty(x)\) at every \(x \in M\).

This convergence possesses the Urysohn property.

**Theorem A.2** (see, e.g., [BD:98, Proposition 7.11]). Take \(\lambda \in [-\infty, \infty]\) and \(x \in M\). Then \(\lambda = \Gamma(d)\cdot \lim_{j \to \infty} F_j(x)\) if and only if for every subsequence \((F_{j_k})_{k \in \mathbb{N}}\) there exists a further subsequence \((F_{j_{k_l}})_{l \in \mathbb{N}}\) such that \(\lambda = \Gamma(d)\cdot \lim_{l \to \infty} F_{j_{k_l}}(x)\).

On a separable metric space every sequence of functionals always contains a subsequence that \(\Gamma\)-converges (cf., e.g., [BD:98, Proposition 7.9]). For a suitable class of integral functionals the following stronger compactness result holds.

**Theorem A.3** (see, e.g., [BD:98, Theorem 12.5]). Let \(f_\varepsilon : \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R}, \varepsilon > 0\), be a family of Borel functions which for some \(\alpha, \beta > 0\) satisfy the estimate
\[
\alpha|X|^p - \beta \leq f_\varepsilon(x, X) \leq \beta(1 + |X|^p)
\]
for all \(x \in \Omega\) and \(X \in \mathbb{R}^{m \times n}\). Define for \(U \in A(\Omega)\) and \(u \in W^{1,p}(\Omega; \mathbb{R}^m)\)
\[
F_\varepsilon(u, U) := \int_U f_\varepsilon(x, \nabla u(x)) \, dx
\]
and extend the definition to \(L^p(\Omega; \mathbb{R}^m)\) by \(\infty\). Then, for every subsequence \(\varepsilon_j \searrow 0\) there exists a further subsequence \((\varepsilon_{j_k})_{k \in \mathbb{N}}\) and a Carathéodory function \(\phi : \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R}\) satisfying the same growth estimate as \((f_\varepsilon)_\varepsilon\) such that
\[
F_0(u, U) := \int_U \phi(x, \nabla u(x)) \, dx = \Gamma(L^p)\cdot \lim_{k \to \infty} F_{\varepsilon_{j_k}}(u, U)
\]
for all \(u \in L^p(\Omega; \mathbb{R}^m)\) and \(U \in A(\Omega)\).

If we have a constant sequence, i.e., \(F_j = F\) for all \(j \in \mathbb{N}\), then \(\Gamma\)-lim \(F_j = \text{lsc} F\) where lsc stands for lower semicontinuous envelope (in the metric \(d\)). In our case the envelope may be determined by the following theorem.

**Theorem A.4** (see, e.g., [AF:86, Statement III.7]). Let \(f : \mathbb{R}^n \times \mathbb{R}^{m \times n} \to \mathbb{R}\) be a Carathéodory function which satisfies for some \(p \geq 1\) and \(\beta > 0\)
\[
0 \leq f(x, X) \leq \beta(1 + |X|^p)
\]
for almost all \(x \in \mathbb{R}^n\) and all \(X \in \mathbb{R}^{m \times n}\). Define
\[
F(u, U) := \int_U f(x, \nabla u(x)) \, dx
\]
for \(u \in W^{1,p}(\mathbb{R}^n; \mathbb{R}^m)\) and \(U \in A(\mathbb{R}^n)\).

Then the sequentially weakly lower semicontinuous envelope of \(F(\cdot, U)\) for every \(U \in A(\mathbb{R}^n)\) is
\[
\text{swlsc} \, F(u, U) = \int_U f^{\text{swlsc}}(x, \nabla u(x)) \, dx.
\]

In particular, if \(F(\cdot, U)\) satisfies a \(p\)-Gårding inequality as in Definition 2.7, then its \(L^p\)-lower semicontinuous envelope is \(\text{swlsc} \, F(\cdot, U)\) extended by \(+\infty\) to \(L^p\).

**A.2. Auxiliary results.** For easy reference we state here a number of auxiliary results that were crucial in our analysis.
Equi-integrable modifications. The following equi-integrability result of Fonseca, Müller, and Pedregal is crucial in the proof of our main closure theorem 2.2

Lemma A.5 (see [FMP:98, Lemma 1.2] and [Pe:97, Lemma 8.3]). Let $\Omega \subset \mathbb{R}^n$ be an open, bounded set and let $(u_i)_{i \in \mathbb{N}}$ be a bounded sequence in $W^{1,p}(\Omega; \mathbb{R}^m)$. There exists a subsequence $(u_{i_k})_{k \in \mathbb{N}}$ and a sequence $(v_k)_{k \in \mathbb{N}} \subset W^{1,p}(\Omega; \mathbb{R}^m)$ such that

$$\lim_{k \to \infty} \left| \{ \nabla v_k \neq \nabla u_{i_k} \} \cup \{ v_k \neq u_{i_k} \} \right| = 0$$

and $(|\nabla v_k|^p)_{k \in \mathbb{N}}$ is equi-integrable. Moreover, if $u_i \rightharpoonup u$ in $W^{1,p}(\Omega; \mathbb{R}^m)$, then the $v_k$ can be chosen in such a way that $v_k = u$ on $\partial \Omega$ and $v_k \rightharpoonup u$ in $W^{1,p}(\Omega; \mathbb{R}^m)$.

Geometric rigidity. The following geometric rigidity theorem proved in [FJM:02] (and extended to general $p$ in [CS:06]) is a key step in the application of our abstract results to elasticity theory.

Theorem A.6. Suppose that $\Omega \subset \mathbb{R}^n$ is a bounded domain with Lipschitz boundary, $1 < p < \infty$. Then there exists a constant $C > 0$ such that for all $u \in W^{1,p}(\Omega; \mathbb{R}^n)$ there is an $R \in SO(n)$ with

$$\| \nabla u - R \|_{L^p(\Omega; \mathbb{R}^{n \times n})} \leq C \| \text{dist}(\nabla u, \text{SO}(n)) \|_{L^p(\Omega; \mathbb{R}^{n \times n})}.$$

This theorem can be seen as a nonlinear variant of Korn's inequality, where instead of rotations $R$ and the distance from $\text{SO}(n)$ one has an analogous estimate for the distance to the set $\mathbb{R}^{n \times n}_{\text{skw}}$ of skew symmetric matrices in terms of a single matrix in $\mathbb{R}^{n \times n}_{\text{skw}}$. Another variant of Korn's inequality states the following theorem.

Theorem A.7. Suppose that $\Omega \subset \mathbb{R}^n$ is a bounded domain with Lipschitz boundary, $1 < p < \infty$. Then there exists a constants $C > 0$ such that for all $u \in W^{1,p}(\Omega; \mathbb{R}^n)$

$$\| \nabla u \|_{L^p(\Omega; \mathbb{R}^{n \times n})} \leq C \left( \| e(u) \|_{L^p(\Omega; \mathbb{R}^{n \times n})} + \| u \|_{L^p(\Omega; \mathbb{R}^{n \times n})} \right),$$

where $e(u) = (\nabla u)^T + \nabla u$.

(Note that $\text{dist}(X, \mathbb{R}^{n \times n}_{\text{skw}}) = |X_{\text{sym}}|$.) Similarly, there is also an analogous version of the geometric rigidity estimate.

Theorem A.8. Let $\Omega \subset \mathbb{R}^n$ be a bounded Lipschitz domain and $1 < p < \infty$. There exists a constant $C$, depending only on $\Omega$ and $p$, such that for every $u \in W^{1,p}(\Omega; \mathbb{R}^n)$

$$\| \nabla u \|_{L^p(\Omega; \mathbb{R}^{n \times n})} \leq C \left( \| \text{dist}(I + \nabla u, \text{SO}(n)) \|_{L^p(\Omega)} + \| u \|_{L^p(\Omega; \mathbb{R}^n)} \right).$$

Although this corollary to Theorem A.6 appears to be well known, a proof is hard to find in the literature, therefore we include it here.

Proof. We will show this result by contradiction. To this end, let us suppose that there exists such sequence $(u_j)_{j \in \mathbb{N}} \subset W^{1,p}(\Omega; \mathbb{R}^n)$ that

$$\| \nabla u_j \|_{L^p} > j \left( \| \text{dist}(I + \nabla u_j, \text{SO}(n)) \|_{L^p} + \| u_j \|_{L^p} \right).$$

Since, for every $X \in \mathbb{R}^{n \times n}$, $|X| \leq \text{dist}(I + X, \text{SO}(n)) + 2\sqrt{n}$, we have for any $u \in W^{1,p}(\Omega; \mathbb{R}^n)$

$$\| \nabla u \|_{L^p} \leq \| \text{dist}(I + \nabla u, \text{SO}(n)) \|_{L^p} + 2\sqrt{n} \| \Omega \|^{1/p}.$$
Applying the latter inequality to our sequence we obtain
\[ 2\sqrt{\mu} |\Omega|^{1/p} > (1 - \frac{1}{j}) \| \nabla u_j \|_{L^p} + \| u_j \|_{L^p}. \]
Hence, \((\nabla u_j)_{j\in\mathbb{N}}\) is bounded in \(L^p(\Omega; \mathbb{R}^{n\times n})\). From our assumption it follows immediately that \(u_j \rightarrow 0\) in \(L^p(\Omega; \mathbb{R}^n)\) and consequently \(u_j \rightarrow 0\) in \(W^{1,p}(\Omega; \mathbb{R}^n)\). Furthermore, by Theorem A.6 there exists a sequence \((Q_j)_{j\in\mathbb{N}} \subset SO(n)\), such that
\[ \| I + \nabla u_j - Q_j \|_{L^p} \leq C \| \text{dist}(I + \nabla u_j, SO(n)) \|_{L^p} \leq \frac{C'}{j} \| \nabla u_j \|_{L^p}. \]
Hence \(I + \nabla u_j - Q_j \rightarrow 0\) in \(L^p(\Omega; \mathbb{R}^{n\times n})\). This, together with \(\nabla u_j \rightarrow 0\) in \(L^p(\Omega; \mathbb{R}^{n\times n})\), yields \(I - Q_j \rightarrow 0\) in \(L^p(\Omega; \mathbb{R}^{n\times n})\). But the latter is a sequence of constant matrices and therefore converges strongly. Therefore,
\[ u_j \rightarrow 0 \quad \text{in} \quad W^{1,p}(\Omega; \mathbb{R}^{n\times n}). \]
Let us, if necessary, pass to a not-relabeled subsequence so that \(\| \nabla u_j \|_{L^p} \leq \frac{1}{j}\). Since \(\| I - Q_j \|_{L^p} \leq 2C'\| \nabla u_j \|_{L^p}\), we can, at least from some \(j_0\) on, estimate
\[ \| I - (Q_j)_{sym} \| \leq C' \| \nabla u_j \|_{L^p}^2 \leq \frac{C'}{j} \| \nabla u_j \|_{L^p}. \]
Hence,
\[ \frac{C}{j} \| \nabla u_j \|_{L^p} \geq \| I + \nabla u_j - Q_j \|_{L^p} \geq \| I + e(u_j) - (Q_j)_{sym} \|_{L^p} \geq \| e(u_j) \|_{L^p} - \frac{C'\| \Omega \|^{1/p}}{j} \| \nabla u_j \|_{L^p}. \]
It follows
\[ \frac{C'\| \Omega \|^{1/p}}{j} + C + 1 \| \nabla u_j \|_{L^p} > \| e(u_j) \|_{L^p} + \| u_j \|_{L^p}, \]
which contradicts Korn’s inequality (cf. Theorem A.7). \(\Box\)

A version of Zhang’s theorem. When remarking on the nondegeneracy of the homogenized energy functionals we made use of the following extension of a theorem of Zhang (see [Zh:04]) to general \(p\).

Theorem A.9. For \(1 < p < \infty\) it holds
\[ \| \text{dist}^p(\cdot, SO(n)) \|_{L^\infty} \geq C_{\text{geo}}^{-p} \text{dist}^p(\cdot, SO(n)), \]
where \(C_{\text{geo}}\) is the constant from the geometric rigidity result for unit cube \((0,1)^n\) and for the exponent \(p\).

Proof. By Theorem A.6 for any \(\varphi \in C_c^\infty((0,1)^n)\) there exists an \(R \in SO(n)\) such that
\[ \int_{(0,1)^n} \text{dist}^p(X + \nabla \varphi(x), SO(n)) \, dx \]
\[ \geq C_{\text{geo}}^{-p} \int_{(0,1)^n} |X + \nabla \varphi(x) - R|_p \, dx \]
\[ \geq C_{\text{geo}}^{-p} \left| \int_{(0,1)^n} (X + \nabla \varphi(x) - R) \, dx \right|_p = C_{\text{geo}}^{-p} |X - R|_p \geq C_{\text{geo}}^{-p} \text{dist}^p(X, SO(n)), \]
where in the second step we have applied Jensen’s inequality. Consequently,

\[
\left[ \text{dist}^p(\cdot, \text{SO}(n)) \right]^{\text{qc}}(X) = \inf_{\varphi \in C^\infty_c((0,1)^n)} \int_{(0,1)^n} \text{dist}^p \left( X + \nabla \varphi(x), \text{SO}(n) \right) dx \\
\geq C_{\text{geo}}^{-p} \text{dist}^p(X, \text{SO}(n)).
\]
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